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I. INTRODUCTION

The CO–Ne complex has received considerable attention in the last several years. Wimnewisser et al.1 and Walker et al.2 have reported pure rotational spectra of the van der Waals complex. The IR spectrum of this species has been observed by McKellar and co-workers.3,4 In addition to spectroscopic studies, CO+Ne has been the subject of several collisional dynamic studies. Pressure broadening,5,6 virial,7,8 spectroscopic studies, CO with Ne as a collision partner. Rotational levels in the range \( J_i = 2–9 \) were excited and collisional energy transfer of population to the levels \( J_f = 2–8 \) was monitored. The resulting data set was analyzed by fitting to numerical solutions of the master equation. State-to-state rate constant matrices were generated using fitting law functions. Fitting laws based on the modified exponential gap (MEG) and statistical power exponential gap (SPEG) models were used; the MEG model performed better than the SPEG model. A rate constant matrix was also generated from scattering calculations that employed the \textit{ab initio} potential energy surface of McBane and Cybulski [J. Chem. Phys. 110, 11734 (1999)]. This theoretical rate constant matrix yielded kinetic simulations that agreed with the data nearly as well as the fitted MEG model and was unique in its ability to reproduce both the rotational energy transfer and pressure broadening data for Ne–CO. The theoretical rate coefficients varied more slowly with the energy gap than coefficients from either of the fitting laws. © 2004 American Institute of Physics. [DOI: 10.1063/1.1687314]

II. EXPERIMENT

Because it is sensitive to individual rate constants, the pump–probe double-resonance technique19 is useful for monitoring rotational energy transfer (RET). Our experiment was carried out in a 296-K gas cell containing 0.25 torr of CO (Air Products, UHP) and 0.50 torr of Ne (Spectra Gases, UHP). During the experiment, a pump laser pulse, which was resonant with a selected transition of the first overtone band (2–0), prepared a population of molecules in a single
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rovibrational level of CO ($\nu = 2$). Since the vibrational frequency of carbon monoxide is large, the initial thermal population in $\nu = 2$ is negligible so that clean population of a single vibration–rotation level could be achieved. A continuous-wave (cw) probe laser was tuned to various transitions of the (3–2) absorption band. As RET processes redistributed the population within the CO ($\nu = 2$) rotational manifold, the time-dependent transmittance of the probe laser was recorded as our double-resonance signal. Details of the IR–IR pump–probe apparatus and procedure have been described elsewhere$^{17,18}$ and will not be repeated here.

### III. RESULTS

#### A. Data reduction

The raw pump–probe data are influenced by more than just the rotational relaxation. The two factors that contribute to the observed transient absorption signals are vibrational relaxation and velocity relaxation. Our earlier papers$^{17,18}$ describe the approach we use to remove those effects from the transient absorption signals, converting each trace into a “population profile” $P(J_i, J_f, t)$ that is proportional to the time-varying population in level $J_f$ that would be observed after excitation of level $J_i$ if no vibrational relaxation was taking place. The population profiles are normalized so that the long-time asymptote of each corresponds to the population in $J_f$ at 296 K rotational equilibrium.

Data were collected for 49 different $J_i, J_f$ pairs, with $2 \leq J_i \leq 9$ and $2 \leq J_f \leq 8$. To make the data more manageable each population profile was fit to the expression

$$P(J_i, J_f, t) = a \left[ 1 - \exp(-bt) - \frac{c}{c+d} \right] - b \exp\left[-(c+d)t\right] - \exp(-bt)(c+d)] \right], \quad (1)$$

where $a, b, c,$ and $d$ are adjustable parameters. The values for the fitted parameters for each of the profiles are given in Table I.

### B. Simulation of rotational relaxation kinetics with empirical RET models

Rotational relaxation in $\nu = 2$ was simulated using a system of coupled differential equations (the master equation) of the form

$$\frac{dN_J}{dt} = \sum_{J'} (k_{J-J'}^{CO-CO} N_{J'} - k_{J'-J}^{CO-CO} N_J)[CO]$$

$$+ \sum_{J'} (k_{J-J'}^{CO-Ne} N_{J'} - k_{J'-J}^{CO-Ne} N_J)[Ne], \quad (2)$$

where $N_J$ is the population in the $J$ level and $k_{J-J'}^{CO-CO}$ and $k_{J-J'}^{CO-Ne}$ are the CO+CO and CO+Ne rotational relaxation rate constants, respectively. Values for the CO+CO rate constants ($k_{J-J'}^{CO-CO}$) were taken from the previous work of Phipps et al.$^{17}$

The master equation properly incorporates all rotational levels. However, only those rotational levels that contain significant thermal populations need to be included to provide an accurate description of rotational relaxation. Since ~97%...
TABLE II. Experimentally determined parameters for the MEG and SPEG fitting laws and the variance between computer simulations and our experimental data.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Fitting results(c)</th>
<th>Theoretical results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MEG</td>
<td>SPEG</td>
</tr>
<tr>
<td>(\alpha (10^{-11}) \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}))</td>
<td>4.51(48)</td>
<td>18.1(3.0)</td>
</tr>
<tr>
<td>(\beta)</td>
<td>1.73(19)</td>
<td>0.77(15)</td>
</tr>
<tr>
<td>(\delta)</td>
<td>1.08(16)</td>
<td>0.50(20)</td>
</tr>
<tr>
<td>(\text{SSD}^b)</td>
<td>0.152</td>
<td>0.267</td>
</tr>
</tbody>
</table>

\(c\) Experimental values from this work. Values in parentheses are estimated errors, which were obtained by varying the parameter until a 10% increase in the SSD was obtained while holding all other parameters constant.

\(b\) Sum of squared deviations between experimental and computer simulated population profiles.

of the rotational population resides in rotational levels below \(J<20\) at 297 K, we restricted the model to consider \(J \leq 29\). A matrix of 900 rate constants was then needed to specify the system of equations. Applying detailed balance and setting the diagonal elastic rates to zero reduces the problem to that of finding 435 independent rate constants, but this is still too many parameters to be determined from the data collected in these experiments. Therefore, we have applied the usual method of representing the CO\(+\)Ne rotational–translation relaxation rate constant matrix with fitting law functions.

The full CO\(+\)Ne rotational relaxation rate constant matrix was extracted using two common fitting laws: the modified exponential gap\(^{20,22}\) and statistical power exponential gap\(^{21,23}\) models. Our previous CO\(+\)CO RET paper gives a detailed description of our technique and procedure for using these fitting laws.\(^{17}\) For upward transitions \((j>i)\), the MEG law had the form

\[
k_{j\rightarrow i} = \alpha \exp\left(\frac{-\beta \Delta E_{ji}}{kT}\right) \left(1 + \frac{2E_i}{kT}\right)^2
\]

and the SPEG law was expressed as

\[
k_{j\rightarrow i} = \alpha \exp\left(\frac{-\beta \Delta E_{ji}}{kT}\right) \frac{\Delta E_{ji}}{B_{v=2}}^{-\gamma},
\]

where \(\alpha, \beta,\) and \(\gamma\) are the adjustable parameters in each case. The rate coefficients for downward transitions \((j<i)\) were obtained by detailed balance.

The master equation was solved numerically using the fourth-order Runge–Kutta method, and the MEG and SPEG fitting law expressions were fitted to the \(\tilde{P}(J_i,J_f,t)\) curves. A computer program was written that independently varied the adjustable fitting parameters for each of the fitting laws to minimize the sum of the squared deviations (SSD). The program terminated when the SSD between the master equation solutions and the \(\tilde{P}(J_i,J_f,t)\) curves, sampled at 100 points between 0 and 4 \(\mu s\), reached a minimum.

The resulting values for the best-fit parameters from computer simulations of our CO\(+\)Ne data set, using the MEG and SPEG models, are given in Table II. The MEG computer simulations reproduced the experimentally deter-
and Green. The "S2" potential surface of McBane and Cybulski was used to describe the intermolecular potential. That surface treats CO as a rigid rotor with a C–O internuclear distance equal to the diatomic potential minimum. The asymptotic rotational energy levels used in the calculation were those of free CO in ν = 2. The ν = 2 rotational constants were obtained from the work of Maki, Wells, and Jennings. The two-dimensional potential was expanded using 16 Legendre polynomial terms with radially dependent expansion coefficients.

The close-coupled equations were solved using the hybrid log-derivative Airy propagator of Alexander and Manolopolous. Close-coupled (CC) calculations were performed for all total energies below the J = 21 threshold (870 cm⁻¹) and, in a few instances, for energies up to 1500 cm⁻¹. The rotational basis sets included all open channels and at least two closed channels. Most calculations at energies above 870 cm⁻¹ used the coupled-states (CS) approximation of McGuire and Kouri, and the basis sets then included at least one closed channel. All propagations were carried out to a center-of-mass separation of at least 28 Å, though many calculations were extended to larger distances to ensure that the asymptotic boundary conditions were imposed beyond the centrifugal barrier. The partial-wave sum was terminated when the elastic cross sections had converged to at least 1 Å² and the inelastic cross sections to 0.01 Å². At the highest energies in our calculations (2182 cm⁻¹), the maximum total angular momentum included in the partial-wave sum was 179ħ.

The grid of energies used in the calculations was selected to capture most of the variations in cross sections just above the energy thresholds for channel openings for the purpose of thermal averaging. Just above each threshold, beginning with J = 1, a series of total energies was used whose spacings began at 1 cm⁻¹ and increased to larger values as the cross sections became smoother. Each series was terminated when the next threshold was reached.

Calculations were only performed for the dominant ²⁰Ne isotope. Test calculations at a few energies indicated that inclusion of the minor ²²Ne isotope would modify the calculated rate coefficients by less than 1%.

D. Thermal averaging

Thermally averaged cross sections were evaluated according to the expression

\[ \sigma_{ij}(T) = (kT)^{-2} \int_0^\infty \sigma_{ij}(e_i) \exp(-e_i/kT) de_i, \]

where \( e_i \) is the precollision center-of-mass translational energy. The integration was carried out using the trapezoidal rule, and the cross section was assumed to be zero for all translational energies above the highest in our computed set. The truncation of the integral introduces negligible error for rate coefficients involving only \( J<21 \). For higher rotational levels, truncation causes a systematic underestimation of the rate coefficients. The thermalized cross sections were multiplied by the average collision speed \( \langle \nu \rangle = (8kT/\pi \mu)^{1/2} \) to convert them to state-to-state rate coefficients.

The CCSD(T) ab initio rate constants were inserted into the master equation, which was then solved to simulate the population evolutions. Figure 2 shows a comparison of the experimental curves and computer simulations using the rate matrices generated from the CCSD(T) potential energy surface (Ref. 15) (solid lines) and rate constants represented by the MEG fitting law model (solid points).

![Figure 2](image_url)

IV. DISCUSSION

Graphical representations of the CO+Ne rate constant matrices from the MEG, SPEG, and CCSD(T) models are shown in Figs. 3(a), 3(b), and 3(c). The CCSD(T) and MEG rate constant displays are very similar in shape. Computer simulations using these rate constant matrices were found to reproduce the experimental data much more accurately than the SPEG model. The most distinctive feature of the CCSD(T) and MEG rate matrices is that the rate constants near the diagonal have a weak dependence on the energy gap. The rate constant matrix generated from the SPEG fit-
ting law function is much more dependent on the energy gap and overestimates the low \( J \) rate coefficients while underestimating higher \( J \) coefficients.

As in our previous work on CO+He RET, we find that the time-resolved kinetic data do not define a unique matrix of state-to-state transfer rate constants. Consequently, we have used the three different rate constant sets to simulate the pressure broadening coefficients for CO+Ne. This provides an independent test of each model. Following the work of previous investigators, we calculated the pressure broadening coefficients using the assumptions that the major contributor to pressure broadening for CO was rotationally inelastic collisions [the diagonal rate constants \( k_{J,J}^{\text{CO-Ne}} \) were set to zero] and that the RET rate constants were vibrationally independent.\(^{28,29}\)

The pressure broadening coefficients are then given by\(^{29}\)

\[
\gamma(J',J'') = \frac{1}{4\pi} \left( \sum_{J_y} k_{J_y'J_y'}^{J_y} + \sum_{J_y} k_{J_y'J_y''}^{J_y} \right),
\]

where \( J' \) and \( J'' \) are the upper and lower \( J \) values for a specific rovibrational line.

The insensitivity of CO line broadening coefficients to the vibrational transition is well established.\(^{30}\) To check that the elastic contributions to the line broadening are negligible, we carried out a limited set of additional scattering calculations on the CCSD(T) potential surface and used them to calculate pressure broadening coefficients with both Eq. (6) and the accurate Shafer–Gordon theory\(^{31}\) as implemented in MOLSCAT. Calculations were performed for the pure rotational 5→4 and 18→19 transitions in the ground vibrational state of CO, using coupled-states calculations and a 50-cm\(^{-1}\) translational energy grid. Pressure broadening coefficients calculated by the two methods from this single set of scattering calculations differed by less than 2%.

Pressure broadening coefficients calculated with Eq. (6) from the CCSD(T), MEG, and SPEG rate constant matrices are compared with the experimental data of Bouanich\(^{32}\) in Fig. 4. The CCSD(T) \( ab \) initio rate constant matrix (solid gray circles) reproduced the experimental data (black solid circles) much better than the rate matrices generated from the MEG or SPEG fitting laws. The experimental data and the CCSD(T) predicted pressure broadening linewidths both have only a weak \( J \) dependence. The pressure broadening coefficients generated from the MEG rate matrix are slightly more \( J \) dependent than those produced from the CCSD(T) potential energy surface and the values are too small. The pressure broadening coefficients generated from the SPEG fitting law rate matrix compare poorly to the experimental data. This model overestimates the coefficients for low values of \( J \) and underestimates them in the intermediate-\( J \) range. The CCSD(T) rate matrix compares most favorably with both the kinetics and pressure broadening data.

The complete CCSD(T) rate constant matrix for values of \( J \leq 20 \) is listed in Table III. Note that the rate constants for removal of population from a given level are about 2.5 × 10\(^{-11}\) cm\(^3\) s\(^{-1}\). This value is similar to the rate constant for hard-sphere collisions, indicating that RET occurs on almost every collision. This observation provides more support for the approximation of neglecting the elastic CO+Ne collisions in calculating the pressure broadening coefficients.

Figure 4 shows that the total rate constants for transfer out of the initial levels \( J_i \geq 2 \) for the MEG model are smaller than the corresponding rate constants derived from the CCSD(T) calculations. Given that the two models provide comparable simulations of the kinetic data, this was somewhat surprising. The rate at which the population profiles rise at short pump–probe delay times should provide a direct reflection of the rate of transfer out of the initially populated level. Hence it would be expected that the rise times of the curves using the MEG and CCSD(T) models would be perceptibly different. This is true of the simulations, but the noise on the steep rising edges of the experi-
mental data precluded an accurate definition of the initial slopes. Improved data could not be obtained by simply changing the gas composition. If the pressure of Ne was reduced, the kinetics were dominated by CO+CO collisions. Conversely, attempts to mitigate this problem by reducing the CO pressure degraded the signal-to-noise ratio. Hence the error range for the total removal rate constants derived from the kinetic data alone was on the order of 20%.

In our recent study of CO+He rotational relaxation using pump–probe double resonance, we generated the CO+He rate constant matrix from the symmetry-adapted perturbation theory (SAPT) potential energy surface of Heijmen et al. The SAPT rate constant matrix reproduced both the CO+He kinetics and pressure broadening data very well. The CO+He room-temperature pressure broadening data is almost J independent, revealing only a weak dependence on the energy gap. As indicated by the rate constants along the diagonal of each matrix, the CCSD(T) rate constant matrix for CO+Ne [shown in Fig. 3(c)] is slightly more dependent on the energy gaps than the CO+He SAPT rate matrix [Fig. 3(d)]. It appears that a weak dependence of the energy transfer rate constants on the energy gaps is a characteristic of impulsive collisions where the dominant interaction between the collision pair occurs at short range on the repulsive wall of the intermolecular potential. The slightly greater dependence of the CO+Ne rate constants on the energy gaps, as compared to CO+He, is consistent with the fact that the slower CO+Ne collisions are not as impulsive and the long-range attraction between the collision pair is greater. The inelastic cross sections for Ne+CO collisions are larger than the corresponding He cross sections; for example, the 3→8 cross section at 210.55 cm\(^{-1}\) is 1.39 Å\(^2\) for He and 3.35 Å\(^2\) for Ne. However, the larger cross sections are compensated by the higher He–CO collision rate, so that the room-temperature CO+Ne rotational relaxation rate constants are slightly slower than those of CO+He.

The rate coefficients for transitions with small to moderate values of |ΔJ| generated from the CO+Ne CCSD(T) \textit{ab initio} potential show a small preference for transitions with odd values of ΔJ. This trend is illustrated in Fig. 5 where the rate constants for transfer from \(J_i = 5\) and 10 are plotted as a function of \(J_f\). The propensity for odd ΔJ transitions survives the thermal averaging because it holds for a broad range of collision energies. A propensity for odd ΔJ transitions was also observed in the CO+He rate constant matrix.
generated from the SAPT potential energy surface, but there
the degree of modulation was more pronounced. Conversely,
the data for CO+ CO RET collisions exhibit a preference for
even $\Delta J$ transitions. These symmetry propensities reflect
the symmetry properties of the intermolecular potentials over
the range of intermolecular separations that are most important
for the energy-transfer processes. Hence the even $\Delta J$
preference of CO+ CO reflects the symmetry of the interaction
between both the repulsive and attractive parts of the surface,
since they both contribute importantly to the rotational en-
tropy transfer. CO+ He and CO+ Ne rotational relaxations
are both dominated by dynamics on the repulsive wall, and the
shape of that wall produces odd $\Delta J$ propensities in both
cases. Unfortunately we have not been able to obtain experi-
mental confirmation of these trends from the RET data for
He and Ne collisions. In our experiments the odd $\Delta J$
transitions for CO+ He or Ne are masked by the even $\Delta J$ propen-
sity of the concurrent CO+ CO collisions.

V. SUMMARY

Time-resolved pump–probe measurements were used to
test CO+ Ne rotational energy transfer within the CO
$\nu = 2$ rotational manifold. Rotational levels in the range $J_e$
= 2 – 9 were excited and transfer of population to the levels
$J_e = 2 – 8$ was monitored. The resulting data set was analyzed
by fitting to numerical solutions of the master equation.
State-to-state rate constant matrices were generated using fit-
ting law functions and ab initio theoretical calculations that
employed a CCSD(T) potential energy surface. The MEG
fitting law and the theoretical rate constants yielded accept-
able simulations of the kinetic data. However, only the latter
were able to reproduce both the kinetic data and pressure
broadening coefficients for CO+ Ne. In this respect the con-
clusions of the present work are closely aligned to those
derived from our recent work on CO+ He. Again we find
that correlations in fitting rate constant matrices to RET ki-
netics or pressure broadening data alone can be greatly re-
duced when a simultaneous fit to both data sets is required.
For both CO+ Ne and CO+ He the best rate constant matrices
were obtained from high-level theoretical calculations,
rather than empirical fitting procedures. The present study
shows that current ab initio computational methods are capa-
bale of predicting the thermally averaged dynamics of CO
+ Ne with near quantitative accuracy.
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