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Figure 1. Pre- and post-confidence judgments by individuals (a) and groups (b) in the sunk cost and no sunk

cost conditions.

decisions. First, each individual’s pre- and
postdiscussion written rationale were content
analyzed by two independent coders blind to
the hypotheses of the study (four different
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coders were used overall). We empirically devel-
oped four categories into which the rationales
could be placed: (1) sunk cost; (2) should not
deplete savings; (3) new press might not work
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out; and (4) new press will be more efficient
(about 75% of all responses fit into one of these
four categories). Rationales were categorized as
‘sunk cost’ if they contained statements imply-
ing that the press should not be purchased
because the company had just invested
$200,000 in a press perfectly suited to its needs.
Rationales were categorized as ‘should not
deplete savings’ if the participant suggested it
would be a bad idea to spend all of the com-
pany’s savings on a press, or that the money
should be saved for an emergency situation.
Rationales were categorized as ‘new press might
not work out’ if respondents believed that in
buying the press the company may go bankrupt,
or that the new press might not meet their
needs as well as their current press. Finally, any
rationale suggesting that the computerized
press would be superior to the custom-made
press was categorized as ‘new press will be more
efficient’. The developed categories were not
treated as though they were mutually exclusive.
That is, rationales could contain elements of
several different categories and were coded as
such. The inter-observer reliability (percent
agreement) averaged across all coders for the
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entire data set (both prediscussion and post-
discussion rationales) was 72 percent (Cohen’s
kappas for each pair of coders ranged from .56
to .72, all values significant at p < .001) .
Discrepancies in the coders’ original judgments
were discussed by them until consensus was
reached regarding the appropriate categoriza-
tion for each rationale.

Figure 2 shows the percentages of partici-
pants who mentioned each of the four rationale
categories at pretest. As shown in the figure, the
‘more efficient’ rationale was the dominant
reason given in the overall sample. Addition-
ally, even though the ‘sunk cost’ rationale was
quite prevalent in the sunk cost condition,
more participants mentioned the efficiency of
the new press than mentioned ‘sunk cost’.
Thus, it appears that the ‘sunk cost’ rationale
was shared by fewer than 50 percent of the
group members, even in the sunk cost condi-
tion.

Although we were unable to record the
group discussions, it seems reasonable to argue
that the rationales written by group members
prior to group discussion were highly likely to
be mentioned during the group deliberations.’
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Figure 2. Percentage of participants listing each rationale: overall and only in the sunk cost condition.

183


http://gpi.sagepub.com/

Group Processes & Intergroup Relations 1(2)

Thus, we summed the number of members in
each group who mentioned statements con-
sistent with each of the four categories in their
rationales in the sunk cost condition. We did so
in order to assess the relationship between the
number of people mentioning the rationale
and group decisions. We found significant asso-
ciations between group decisions and the num-
ber of members mentioning the sunk cost
rationale (x*(5, N = 40) = 20.50, p<.001), and
the number of members mentioning the
efficiency of the new press rationale x3(5, N=
40) = 21.74, p < .001).*> The data for these
analyses are reported in Table 3. As can be seen
in the top portion of the table, the number of
group members mentioning the sunk cost
rationale was strongly related to the groups’
likelihood of making the sunk cost error. In
fact, even when only two members included the
sunk cost argument in their rationales, the
groups were more likely than not to make the
error. However, the lower portion of Table 3
shows a similar but opposite pattern for the
number of members listing the ‘efficiency’
argument in their rationales. As more members
included the efficiency argument in their
rationales, their groups became less likely to
make the sunk cost error.

The above results tend to indicate that there
were at least two fairly strong but competing
ways to represent the problem we used in the
sunk cost condition. The analyses presented
below were oriented toward further exploring
this possibility. First, if there were two compet-
ing representations in the sunk cost condition,
it should have taken the groups longer to reach
consensus in the sunk cost as compared to the
no sunk cost condition — where one of the
representations would not be present. The anal-
ysis of group decision times showed that groups
in the sunk cost condition took almost twice as
long to reach consensus (M = 3.75 minutes)
when compared to groups in the no sunk cost
condition (M = 2.01 minutes) (F(1, 70) = 4.91,
p = .03). Next, we looked at the degree to
which participants’ rationales could be used to
predict their individual choices. These data are
presented in Table 4. As indicated, both the
sunk cost rationale and the efficiency rationale
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Table 3. Number of members listing sunk cost or
efficiency rationales and final group decisions

Proportion of groups

deciding
N Buy Don’t buy

Members listing sunk cost

0 5 1.000 .000
1 14 .857 143
2 9 444 .556
3 9 11 .889
4 1 .000 1.000
5 2 .000 1.000
Members listing efficiency

0 4 .000 1.000
1 8 125 875
2 9 444 .556
3 7 714 .286
4 9 1.000 .000
5 3 1.000 .000

were strongly related to the choices made, but
the relationship between the efficiency ration-
ale is significantly stronger (z = 14.86,
p<.001).*

We also conducted a multiple regression
analysis regressing group decisions onto the
number of group members listing the sunk cost
rationale and the number of members listing
the efficiency rationale. The results are repor-
ted in Table 5. As can be seen in the table, these
two predictors accounted for over 50 percent of
the variance and both were strongly correlated
with group decisions. However, when both vari-
ables were entered into the regression equa-
tion, only the number of members listing the
efficiency rationale received a significant

Table 4. Relations between individual pre-group
choice and the sunk cost and efficiency rationales

Listed Not listed
Sunk cost rationale (b = .717)
Correct 2 372
Error 120 71
Efficiency rationale (b = —.946)
Correct 363 11
Error 3 188
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Table 5. Regression results predicting group
decisions with number of members listing the sunk
cost and the efficiency rationales in the sunk cost
condition

R=.737
R (adj) = 519
F(2,37) = 22.03, p<.001

Predictor r B t 4
Sunk cost .683 258 1.28 210
Efficiency -.724 —.616 2.51 .017

regression weight. This is not surprising
because the two variables were negatively corre-
lated (7(38) = —.836, p < .001). However, it
does show that the efficiency rationale was
somewhat more powerful for this particular
problem in our sample.

A second set of analyses was carried out using
a combined index of the number of members
listing the sunk cost rationale and the number
of members listing the efficiency rationale. The
index was defined as the absolute value of the
difference between the number of members
listing each rationale. Numbers at or near zero
represent groups where both rationales were
equally represented in the group and larger
numbers (largest possible value = 5) indicate
that one or the other rationale was shared by a
larger number of group members. Thus, the
index is an imperfect measure of the degree to
which multiple competing representations exis-
ted in the groups. The analysis utilizing this
index focussed upon the groups in the sunk
cost condition. Consistent with a competing
representation explanation, the index was cor-
related negatively (though only marginally so)
with group decision times (7(38) = —.23, p =
.079). Groups where both rationales were rep-
resented in the group took longer to reach
decisions. However, the index showed virtually
no association with group confidence judg-
ments (7(38) = .04, p = .81), which is inconsist-
ent with the competing representation idea.
Interestingly, this lack of association between
the index and confidence becomes clearer
when confidence is correlated with each com-
ponent of the index separately. The number of
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members listing the sunk cost rationale showed
a significant positive correlation with group
confidence (r(38) = .365, p = .010). However,
the number of members listing the efficiency
rationale showed a non-significant negative cor-
relation with confidence (r(38) = —.197, p =
.112). This is also consistent with the relation
between group confidence and group decisions
in the sunk cost condition; groups that made
the sunk cost error were more confident than
groups that did not make the error (n(38) =
269, p = .046). Thus, even though the
efficiency rationale led groups away from mak-
ing the sunk cost error, the sunk cost rationale
(and the subsequent error) inspired more con-
fidence.

Discussion

Consistent with previous findings (Bazerman et
al., 1984; Whyte, 1993), we found that groups,
as well as individuals, fall prey to the sunk cost
error. Both individuals and groups were much
less likely to buy the new printing press (i.e.,
make the less economically rational choice)
when they were told they had spent $200,000 on
a new press as compared to when they spent the
money on a new fleet of trucks. Our results
concerning the owner—-manager distinction are
also consistent with previous research (e.g.,
Staw, 1976; although see Note 1). Arkes and
Blumer (1985) argued that when one’s own
money/resources are at stake (as was the case
for the owners), the likelihood of making the
sunk cost error increases. In addition, the man-
agers may have felt less responsible for their
initial financial decision (buying the press or
the trucks), as well as their second decision
(buying vs. not buying the competitor’s press)
because they perceived the corporate board as
having final approval (even though this was not
explicitly stated in the scenario).

The shared representation idea presented
earlier (Tindale et al., 1996) led us to predict
that groups in the sunk cost condition would
perform worse than individuals. Our results
were inconsistent with our predictions, and
with the findings of previous research (Bazer-
man et al., 1984; Whyte, 1993), in that groups

185


http://gpi.sagepub.com/

Group Processes & Intergroup Relations 1(2)

performed somewhat better than individuals in
that condition (but see Note 1). In addition,
the shared representation predictions were not
confirmed with the SDS analyses. The asym-
metric pattern of influence favoring the sunk
cost error response was not found. Majorities
were quite influential regardless of which alter-
native they favored. However, the shared repre-
sentation predictions were based on the
assumption that a task representation favoring
the error response would be strongly shared
amongst the group members in the sunk cost
condition. Our results seem to indicate that this
was not the case. Even in the sunk cost condi-
tion, only 37 percent of the participants listed a
sunk cost rationale to support their decision.
Thus, the degree to which the sunk cost repre-
sentation was shared was less than what we
expected.

In addition, evidence for a second task repre-
sentation that was somewhat more powerful
than the sunk cost representation was found.
The rationale that the new press would be more
efficient was both more prevalent among partic-
ipants in the sunk cost condition (and even
more so in the no sunk cost condition) and was
more strongly related to both the individual
and group decisions. Thus, it appears that two
partially shared and relatively powerful task
representations existed for this task. Further-
more, the two representations were competing.
That is, the sunk cost rationale led decision
makers to make the error and the efficiency
rationale led them to a correct decision. Under
such circumstances, we would expect groups
neither to exacerbate individual error tenden-
cies nor to show asymmetries in the social
decision schemes (Tindale et al., 1996). The
results concerning the group decision times are
also consistent with this reasoning. Groups took
longer to make decisions in the sunk cost
condition where competing representations
were present, and within that condition, took
longer to make decisions when both repre-
sentations were equally represented among the
group members.

The results concerning participants’ con-
fidence judgments potentially point out some
interesting aspects of the cognitive processes
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associated with using the different representa-
tions discussed above. First, postgroup con-
fidence was higher for the group members in
the no sunk cost condition as compared to
group members in the sunk cost condition.
Given that there was only one dominant repre-
sentation in that condition, group members
would be expected to show high degrees of
confidence after their discussions. It should be
noted that this could also be a function of the
greater degree of initial consensus found for
groups in the no sunk cost condition (see Table
2). However, within the sunk cost condition, we
found a positive correlation between the num-
ber of members using the sunk cost rationale
and the average postgroup member confi-
dence. The opposite results (a negative correla-
tion) was found for the number of members
using the efficiency rationale and confidence.
This was also represented in the relationship
between the decisions that groups made and
their post-group member confidence. Groups
that made the sunk cost error were more con-
fident than groups that did not make the error.
In addition to implying that group sunk cost
errors may be particularly immune to change
because of heightened member confidence,
these results are also consistent with a number
of the theoretical explanations for why people
make sunk cost errors in the first place.

Most of the explanations for the sunk cost
effect stem from some type of cognitive avoid-
ance. For example, cognitive dissonance expla-
nations involve decision makers avoiding or
reducing the dissonance associated with the
initial decision and the current negative out-
comes. Arkes and Blumer (1985) argue that
sunk cost errors help decision makers avoid
feeling wasteful. In addition, prospect theory
argues that decision makers make sunk cost
errors to avoid the negative feelings associated
with certain losses. All three explanations imply
that decision makers should ‘feel’ better after
following the sunk cost logic. On the other
hand, decision makers who make the more
rational decision should still feel dissonance,
wasteful, or the negative affect associated with a
loss that is certain. It is possible that the reduc-
tion of the negative feelings associated with
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making the sunk cost errors allows decision
makers to feel more confident about their
course of action. On the other hand, the neg-
ative feelings associated with making the sunk
cost error remain when the rational choice is
made, which may lead to lower confidence in
the chosen course of action. Although we have
no direct evidence to support this interpreta-
tion, future research could address this inter-
pretation by directly assessing the feelings
associated with choices made in sunk cost sit-
uations.

In summary, the current study demonstrates
that groups can fall prey to the same types of
errors as those made by individuals. In addition,
the overall pattern of results seems to imply that
focussing on the degree to which group mem-
bers share particular decision rationales or task
representations may aid in our understanding
of when and if groups will be better or worse
decision makers than individuals. Our results
also indicate that a particular individual-level
decision bias may not have the same implica-
tions for individual-group comparisons across
different task types and situations. More
emphasis is needed on the interaction between
cognitive and social processes as instantiated in
different task domains in order for us to under-
stand more fully how individual-level biases will
be reflected in group decision processes and
outcomes.

Notes

1. The analyses reported here compared responses
by participants in the individual condition to
group responses. However, comparable analyses
using group members’ responses prior to
grouping only showed a significant effect for the
sunk cost manipulation. These analyses violate the
independence assumption underlying the log
linear approach, but they seem to indicate that
individual responses were somewhat different
than group member responses prior to grouping
(particularly in the owner-sunk cost condition).
Thus, the individual-group differences, and those
involving the owner—-manager distinction should
be interpreted cautiously.

2. Although we have no way to empirically support
this assumption in the present study, previous
research has shown that over 60 percent of
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arguments mentioned in group member thought
lists were represented in group discussions
(Smith, Tindale, & Dugoni, 1996). In addition,
Tindale, Sheffey, and Scott (1993) found
substantial relations between member decision
rationales and both member and group decisions.

3. Although the number of people listing the other
two rationales for not buying the press was also
related to the group’s propensity to make the
error, the relationship stemmed mainly from the
fact that often people listed more than one
rationale. After controlling for the number of
people listing the sunk cost rationale, the number
of members listing the other two rationales no
longer predicted group decisions.

4. The z test reported here is based on the absolute
values of the two correlations.
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