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Chapter 1 Algorithms

In March of 2014, I had a memorable conversation with fellow technol-
ogy-focused librarians at the closing reception of the Library Technolo-
gy Conference in St. Paul, Minnesota. We discussed the social media site 
“!is is My Jam,” which I said was a great way to "nd new music.1 !e site 
allowed users to choose their favorite song of the moment and share it with 
others. I made a joke that we needed a similar social media site for librari-
ans, since every librarian I knew had a favorite search that they would use 
whenever testing a new search tool. Mine, I explained, was “batman.” As 
an academic librarian, this search gives me a good overview of how a search 
tool evaluates material types, since I expect to see popular works about the 
"ctional superhero (mostly graphic novels and comics), movies in a variety 
of formats, academic texts evaluating the role of Batman in twentieth-cen-
tury culture, as well as a handful of 500-year-old texts translated by Steven 
Batman, an English author. I said that I’d noticed several other librarians 
over the years using a favorite search over and over, and I found it interest-
ing that no one ever talked about it. It wasn’t something I was taught in li-
brary school, and no mentor or other librarian had suggested it to me or 
to the others who embraced the practice. Yet nearly everyone I spoke with 
had a favorite search. My fellow librarians in St. Paul all shared their fa-
vorite searches, from “Space law” to “dog and pony show.” Each had come 
to their search on their own, with no outside encouragement, and each 

1   A year later, the !is is My Jam website shut down. As of January 2019, you can still see 
an archive at https://thisismyjam.com.
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had well-thought out reasons for using the terms they did and the criteria 
for evaluating the results. Later that evening at the hotel bar with Librar-
ian Cynthia Ng, the short-lived social network for librarians, !is is My 
Search, was born.2

Figure 1.1 This is My Search homepage

I think often about how nearly every librarian I have met has developed, 
on their own, a litmus test and criteria for evaluating the dizzying array of 
search tools that are part of modern librarianship. In a glaring oversight of 
LIS education, librarians are not trained to carefully evaluate these tools, 
despite their ever-increasing role in our work. Part of my goal in writing this 
book is to not only sound the alarm regarding the magnitude of the prob-
lems we are dealing with in these library search tools, but also to arm the 
profession with the kinds of strategic tools and techniques for evaluating 
search tools and holding commercial software vendors accountable for their 
e#ectiveness. !e increasing role of search in our everyday lives and our 

2  !is is My Search, the website, was shut down in 2016 due to inactivity. !e code for 
the site is available on my Github page: https://github.com/mreidsma/thisismysearch.
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academic institutions requires a more formal program of evaluation than 
typing catchy keywords into a few di#erent systems and eyeballing the re-
sults to look for similarities across these varied tools. But for quite a while 
after my conversation in Minnesota, I continued to evaluate my tools with 
a single search term based on the favorite comic book of my youth. It was 
a year-and-a-half later before I started to see the potential impacts of inef-
fective search tools, although this also started with a fellow librarian’s fa-
vorite search.

By the Fall of 2015, Grand Valley State University (GVSU), where 
I am the Web Services Librarian, had been using Ex Libris’ discovery tool 
Summon for seven years.3 We were their "rst customer, and I had served 
on the advisory team for the development of Summon 2.0 from 2012 un-
til 2013. One afternoon, my colleague Je#rey Daniels showed me the Sum-
mon results page for his go-to search, “stress in the workplace.” Je#rey likes 
this search because it shows how well a search tool handles word proxim-
ities, or the distance between all of the search terms in a returned result. 
Since Summon’s index contains the full-text of many of the eBooks in GV-
SU’s collection4, this is a necessary feature. Since “stress” is a common term 
in both the social sciences and engineering, Je#rey uses this search to see if 
any civil engineering books sneak into his results set, or whether the search 
tool’s algorithm correctly looks for results that have the words “stress” and 
“workplace” close together. And in this case, the regular results that Sum-
mon was showing him were impressive; there were no books on bridge de-
sign. But the result for an auxiliary algorithm called the Topic Explorer had 
a problematic result.

!e Topic Explorer is a contextual panel in the Summon results 
screen that helps users “display details about the search topic, helping guide 

3  Summon was introduced by Serials Solutions, a division of ProQuest, in 2009. !e 
Serials Solutions name was retired in 2014 in favor of ProQuest, around the time 
Summon 2.0 was released. !e following year, ProQuest acquired their competitor, Ex 
Libris, and subsequently put all technology platforms under the Ex Libris portfolio, 
keeping the content platforms under the ProQuest name. At times you may see Sum-
mon called a Serials Solutions product, a ProQuest product, or an Ex Libris product. 
I will primarily refer to it as an Ex Libris product, since at the time I am writing this 
book in 2018 and early 2019, Summon fell under the Ex Libris name.

4  In Fall 2015, GVSU had just over one million eBooks in our catalog, although not all 
were in the Summon index.
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the user through the research process.”5 !e Topic Explorer is very similar 
to Google’s Knowledge Graph, which aims to “better understand your que-
ry, so [Google] can summarize relevant content around that topic, includ-
ing key facts you’re likely to need for that particular thing.”6 !e idea is that 
broad searches might indicate that the researcher isn’t familiar with the top-
ic they are searching for. !e Topic Explorer (and Knowledge Graph) will 
show them contextual information, like an encyclopedia entry, related top-
ics, and subject librarians that can help them with their research. In Je#rey’s 
search, the Topic Explorer had brought up a reference article from Wikipe-
dia to help the user better understand the topic. But instead of focusing on 
Je#rey’s topic, “stress in the workplace”, Summon returned the Wikipedia 
article for “Women in the workforce” (Figure 1.2). !e Topic Explorer only 
returns a single result, and the message it sends through this design choice 
is that the result that is shown is exactly what you are searching for. But Jef-
frey searched for stress, not women, and so the juxtaposition between his 
search terms and the result they provided made it seem like Summon (and 
by extension, the GVSU library7) was saying that stress in the workplace 
was really about women in the workforce. !is was not a correlation we 
were happy to endorse.

We reported the issue to Ex Libris and they immediately blocked 
the Topic Explorer result for this search. It’s important to note that they 
blocked the result—they did not investigate why their Topic Explorer algo-
rithm made a connection between these two topics. !ey treated the cor-
relation between stress and women as an isolated technical issue. But I sus-
pected that an algorithm that would make a connection between stress and 
women in the workplace might also made other incorrect and biased cor-
relations. And because Ex Libris chose not to pursue the issue further, I de-
cided to look more closely at the Topic Explorer to better understand the 

5  “Summon: Topic Explorer,” Summon: Product Documentation, August 25, 2016,  
https://knowledge.exlibrisgroup.com/Summon/Product_Documentation/Searching_
in_!e_Summon_Service/Search_Results/Summon%3A_Topic_Explorer.

6  “Introducing the Knowledge Graph: !ings, Not Strings,” Google Blog, May 16, 2012, 
https://googleblog.blogspot.com/2012/05/introducing-knowledge-graph-things-not.html.

7  In our usability tests and other user research tests at GVSU Libraries, it was clear that 
many of our libraries’ users are not aware that almost all of our library software is creat-
ed by third-party commercial vendors.

Figure 1.2 Ex Libris’ Summon search showing Stress in the workplace related to 
working women
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workings of the Topic Explorer algorithm. I wondered whether this really 
was an isolated incident, and what we could do to improve the search expe-
rience for all of our users without exposing them to the kinds of bias that 
had appeared in the “stress in the workplace” search.

What is an Algorithm?

As algorithms have moved into the public discourse over the past few years, 
it is important to de"ne what I mean by an algorithm. !ere are many ap-
proaches to this de"nition.8 Computer Scientists de"ne algorithms as “a 
description of the method by which a task is to be accomplished.”9 !at is, 

8  See, for instance, Brent Daniel Mittelstadt et al., “!e Ethics of Algorithms: Mapping 
the Debate,” Big Data & Society 3, no. 2 (2016): 1–21.

9  Andrew Go#ey, “Algorithm,” in Software Studies: A Lexicon, ed. Matthew Fuller  
(Cambridge, MA: MIT Press, 2008), 15.
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“an algorithm is just a "nite sequence of steps used to solve a problem.”10 In 
the everyday world, algorithms are broadly interpreted to be any set of in-
structions to complete a task. !e computer scientists Brian Christian and 
Tom Gri%ths o#er up a number of common algorithms that have nothing 
to do with computers:

When you cook from a recipe, you’re following an algorithm. When 
you knit a sweater from a pattern, you’re following an algorithm. 
When you put a sharp edge on a piece of &int by executing a precise 
sequence of strikes with the end of an antler—a key step in making 
"ne stone tools—you’re following an algorithm.11

But these basic de"nitions of algorithms bear little to no resemblance to 
the algorithms that we encounter on websites, computers, smartphones, 
and other devices in our everyday lives. Following a recipe to cook a meal 
seems an order of magnitude di#erent from Facebook’s algorithms choos-
ing what stories will appear on a user’s News Feed, or Google’s search al-
gorithms returning a few million search results in a fraction of a second. 
Part of this is because, for computer scientists, algorithms are “a mathe-
matical construct.”12 A recipe is not an algorithm in computer science. Ac-
cording to Nick Seaver, Assistant Professor of Anthropology at Tufts Uni-
versity, that is because “algorithms per se are supposed to be strictly rational 
concerns, marrying the certainties of mathematics with the objectivity of 
technology.”13 But even this de"nition seems to be missing some crucial in-
formation. How are we to understand Google’s search algorithms or Face-
Book’s News Feed algorithms as a series of mathematical steps? Our every-
day understanding of algorithms is fairly far removed from “the certainties 
of mathematics,” although technology companies have certainly worked 

10  Brian Christian and Tom Gri%ths, Algorithms to Live By: !e Computer Science of 
Human Decisions (New York: Henry Holt, 2017), 3.

11  Christian and Gri%ths, Algorithms to Live By, 4.

12  Mittelstadt et al., “!e Ethics of Algorithms,” 2.

13  Nick Seaver, “Knowing Algorithms,” Media in Transition 8 (2013): 2,  
http://nickseaver.net/papers/seaverMiT8.pdf.
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hard to instill the idea of these technical artifacts’ inherent mathematical 
objectivity, as I will discuss in Chapter 2.

So why is there a disconnect between computer science and popu-
lar discourse around algorithms? Largely, computer science as a "eld hasn’t 
moved on from thinking about algorithms in the way they have been un-
derstood for decades, even as algorithms and the idea of algorithms spread 
into popular use. Even within Computer Science 101 courses, there is no 
doubt that students have a hard time making the connection between the 
sample “Hello world” algorithms that their textbooks use to describe these 
“"nite series of steps” and the complexities that they see in the world. Every-
day algorithms, like Google’s search algorithms, Twitter’s Trending Topics, 
and Facebook’s News Feed are actually collections of many algorithms con-
nected together.

Other disciplines in the academy, as well as the popular press, have 
evolved their understanding to account for the kinds of complexities we see 
in algorithms in our daily lives. Rob Kitchin, a Professor at the National 
University of Ireland Maynooth, notes that “what constitutes an algorithm 
has changed over time and they can be thought of in a number of ways: 
technically, computationally, mathematically, politically, culturally, eco-
nomically, contextually, materially, philosophically, ethically and so on.”14 
!is is one of the challenges in talking about algorithms: everyone may use 
the same term—algorithm—but the computer scientist will approach the 
topic technically, while the ethicist will see it ethically. Each will approach 
the topic from a di#erent perspective.

For those of us who are interacting with algorithms while living our 
lives, we will understand algorithms di#erently still, if we even know we are 
interacting with them at all. Computer technology, powered largely by al-
gorithmic processes, has moved into nearly every aspect of our daily lives. 
Nearly everything today is powered in part by algorithms: the "tness track-
ers we wear to track our movements, our smartphones and their voice as-
sistants and GPS, and all of our must-have apps. Algorithms choose what 
we see when we search, they choose which of our friends’ messages we see, 
and they recommend our next round of entertainment. !ey determine 
how likely we are to default on a loan, what interest rates we deserve, and 

14  Rob Kitchin, “!inking Critically About and Researching Algorithms,” Information, 
Communication & Society 20, no. 1 (2017): 16.



8

Masked by Trust Reidsma

whether our résumés indicate that we will be a good "t for a job. !ey have 
become so pervasive that the author and urbanist Adam Green"eld refers 
to their ascendancy as “the colonization of everyday life by information 
technology.”15

!is “colonization” is so thorough that most of us aren’t even aware 
we are interacting with algorithms, and are surprised when it is revealed to 
us. Facebook made headlines over their notorious “emotional contagion” 
experiment, where Facebook engineers manipulated the frequency of pos-
itive and negative posts a user would see in thousands of timelines to de-
termine whether “emotions expressed by others on Facebook in&uence our 
own emotions, constituting experimental evidence for massive-scale conta-
gion via social networks.”16 It was news to many users that Facebook tin-
kered with the News Feed at all. As recently as 2013, when University of 
Illinois Computer Science Professor Karrie Karahalios studied Facebook’s 
users, 62 percent of the users in her study did not realize that Facebook used 
algorithms to decide which news stories would appear in the News Feed.17 
(Most assumed they were seeing everything that was posted by everyone 
they followed.)

Many Net&ix users are aware that the company uses some sort of 
technique to build its recommendation lists, but it also uses algorithms to 
determine what kinds of new content to produce, according to an inter-
view with two content directors in the New York Times. Rather than plan-
ning content based on a producer or content-creator’s expertise, Net&ix em-
braces an “abiding faith in the algorithm [to] disrupt the stale conventions 
of an industry.”18 Local, state, and federal governments have begun using 

15  Adam Green"eld, Radical Technologies: !e Design of Everyday Life (London: Verso, 
2017), 286.

16  Adam D.I. Kramer, Jamie E. Guillory, and Je#rey T. Hancock, “Emotional Contagion 
!rough Social Networks,” Proceedings of the National Academy of Sciences 111, no. 24 
(2014): 8788.

17  Karrie Karahalios, “Algorithm Awareness: How the News Feed on Facebook Decides 
What You Get to See,” MIT Technology Review, October 21, 2014, https://www.tech-
nologyreview.com/s/531676/algorithm-awareness/.

18  Jason Zinoman, “!e Net&ix Executives Who Bent Comedy to !eir Will,” New York 
Times, September 10, 2018, https://www.nytimes.com/2018/09/09/arts/television/net-
&ix-comedy-strategy-exclusive.html.
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algorithms to optimize publics services, too. “Algorithms can decide where 
kids go to school, how often garbage is picked up, which police precincts 
get the most o%cers, where building code inspections should be targeted, 
and even what metrics are used to rate a teacher.”19 !e reporter Julia Ang-
win has shown that algorithms are central to many state’s criminal justice 
systems, often o'oading the risk assessments for recidivism in sentencing 
to proprietary algorithms. Her research has shown that these algorithms are 
wrong 40 percent of the time, and are twice as likely to score blacks as be-
ing at a high risk of recidivism than whites.20

In her examination of algorithmic thinking gone awry, the data sci-
entist Cathy O’Neil examined how entry-level job applications now often 
use a “personality test” component that is scored by an algorithm.21 If your 
answers to questions about your mental health don’t satisfy the algorithm, 
you won’t be o#ered an interview, let alone a job. Recently, a start-up called 
HireVue has used algorithms to parse video recordings of job applicants to 
“compare a candidate’s word choice, tone, and facial movements with the 
body language and vocabularies of their best hires.”22 Princeton Universi-
ty Assistant Professor Arvind Narayanan called it “an example of AI [ar-
ti"cial intelligence] whose only conceivable purpose is to perpetuate socie-
tal biases.”23 Countless part-time workers at chain stores like Starbucks and 
Walmart are scheduled by an algorithm, which is programmed to increase 
e%ciency at the expense of any normalcy in the employees lives and sched-
ules, making "nding regular child care or making plans a week in advance 

19  Jim Dwyer, “A Push to Expose the Computing Process in City Decision-Making,” 
New York Times, August 24, 2017, https://www.nytimes.com/2017/08/24/nyregion/
showing-the-algorithms-behind-new-york-city-services.html.

20  Julia Angwin et al., “Machine Bias: !ere’s Software Used Across the Country to Predict 
Future Criminals. And It’s Biased Against Blacks,” Propublica, May 23, 2016,  
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing.

21  Cathy O’Neil, Weapons of Math Destruction: How Big Data Increases Inequality and 
!reatens Democracy (New York: Crown, 2016), 105–11.

22  Monica Torres, “New App Scans Your Face and Tells Companies Whether You’re 
Worth Hiring,” Ladders, August 25, 2017, https://www.theladders.com/career-advice/
ai-screen-candidates-hirevue.

23  Arvind Narayanan, Twitter Post, August 27, 2017, 9:57am,  
https://twitter.com/random_walker/status/901851127624458240
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nearly impossible.24 In her study of the algorithms that are taking over pub-
lic assistance, Virginia Eubanks, Associate Professor of Political Science at 
SUNY Albany, shows how all of the complexity involved in traditionally 
helping the poor and homeless is being handed over to computer systems 
that aim to predict the success of these interventions with individuals.25 She 
tells of an intake screener who, despite her experience and expertise, defers 
to an algorithm if her assessment varies from that of the machine.26 !e role 
of the algorithm here has become like an oracle. Writing about the take-
over of public services by algorithms in !e New Yorker, Jill Lepore, the Da-
vid Woods Kemper ’41 Professor of American History at Harvard Universi-
ty, notes that “the noble dream here is that, if only child-protective agencies 
collected better data and used better algorithms, children would no longer 
be beaten or killed.”27

One recent moment that publicly exposed the reach of algorithms 
was in the spring of 2017 when Dr. David Dao was bruised and blood-
ied as security o%cers dragged him o# a United Airlines &ight after an al-
gorithm determined that he was the “lowest value customer” on the over-
booked &ight.28 !e algorithm could only deal in quanti"able, measurable 
things, and so it looked for someone &ying alone in coach who wasn’t a re-
wards member and who had paid less for their ticket than others. It did 
not factor into the equation the reasons that Dr. Dao was traveling, or his 
thoughts on whether he wanted to be bumped (or the concerns of any of 
the other passengers, for that matter). !ese are not quanti"able things, and 
so the algorithm had not been trained to consider them. !is was the mo-
ment when many of us realized the e#ects that algorithms can have in the 
real world for all of us, as we saw images of Dao’s bloodied face recorded 

24  O’Neil, Weapons of Math Destruction, 123–30.

25  Virginia Eubanks, Automating Inequality: How High-Tech Tools Pro"le, Police, and 
Punish the Poor, (New York: St. Martin’s Press, 2017).

26  Eubanks, 142.

27  Jill Lepore, “Baby Doe: A Political History of Tragedy,” !e New Yorker, February 1, 
2016, 56.

28  Cathy O’Neil, “United Airlines Exposes Our Twisted Idea of Dignity,” Bloomberg, 
April 18, 2017, https://www.bloomberg.com/opinion/articles/2017-04-18/united-air-
lines-exposes-our-twisted-idea-of-dignity.
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by fellow passengers. !e algorithm didn’t beat Dr. Dao, but United Air-
lines put so much faith in it that its employees resorted to violence to car-
ry out its decision.

!e reason for this disconnect between the technical logic of the al-
gorithm and the messiness of everyday life is that the creators of algorithms 
believe that everything can be reduced to mathematical logic. In his ac-
count of the rise of Big Data, New York Times reporter Steve Lohr inter-
views Je#rey Hammerbacher, co-founder of Cloudera and the man who 
built the data science team at Facebook, on his views about data and al-
gorithms. Hammerbacher said that he “view[s] math as the true arena in 
which human intellect is demonstrated at the highest level.”29 !is is not an 
unusual view. Lohr also talked with Virginia Rometty, the CEO of IBM, 
who said, “I’ve always believed that most solutions can be found in the roots 
of math.”30 But how do you write an equation that allows a person to re-
tain their dignity and humanity when you are trying to calculate the “low-
est value customer”? Because for all its power, some things cannot be read-
ily translated into equations without over-simpli"cation.

Algorithms and Models

Let’s take a look at a few di#erent aspects of algorithms, and assess how we 
can approach algorithms for the purposes of this study. First, an algorithm 
as a technical artifact is essentially mathematical. !e trouble here is that in 
order for an algorithm to work, all of its inputs have to be reduced to math-
ematics. !is doesn’t necessarily mean that an algorithm only does sums, 
or multiplication, or complex factoring; rather, any input that isnt already 
quanti"able, like a Google search for the nearest co#ee shop, will need to 
be translated into math. In this example, Google might look at the terms 
“co#ee” and “shop,” and look for results in its index where these two words 
are close together. But this idea of “close” will be reduced to mathemat-
ics: say, the words must be within 15 words of each other. From those re-
sults, the word “nearby” will likely be used to look through the results with 

29  Steve Lohr, Data-Ism: !e Revolution Transforming Decision Making, Consumer 
Behavior, and Almost Everything Else (New York: Harper Business, 2015), 14.

30  Lohr, 42.
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geographic coordinates within a speci"ed distance, say 10 miles, from the 
location of the user (as determined by IP address or phone location data). 
Even though this process feels like a qualitative one, in order for the algo-
rithm to act it must be translated into a mathematical set of decisions.

In the process of translating all of our various qualitative inputs into 
quantitative data to be processed, algorithms “take a complex system from 
the world and abstract it into processes that capture some of that system’s 
logic and discard others.”31 In the co#ee shop example above, the algorithm 
doesn’t need to know about many of the details that humans might con-
sider when looking for a co#ee shop, because they aren’t actually relevant 
to the task: tra%c and the view on the way to co#ee shop, parking possi-
bilities (or pedestrian paths), the shop’s atmosphere, the &avor of the co#ee, 
price per cup, and more. !e algorithm doesn’t need to worry about these 
criteria just to answer the very speci"c query for “nearby co#ee shop.” (It is 
worth noting that the algorithm could be instructed to care about these and 
other factors, but it must be told to do so either explicitly in the search or 
through programming by its creator. In the case of machine-learning algo-
rithms, the algorithm must be given a data set that has these relevant data 
points available for it to analyze for patterns.)

!is simpli"cation process is called modeling, where a designer or de-
veloper creates a simulated model of some real-world phenomena in order to 
allow computer code (and algorithms) to complete some task. !ese models 
are largely constructed on what we already know about the task, and what 
is mathemetcially relevant to completing the task. Anything that isn’t rele-
vant or isn’t already recorded or measurable is ignored in a model. And any-
thing put into the model must be done in such a way that the computer un-
derstands. As Robert Boguslaw noted nearly 50 years ago, for computers to 
understand the world, “the world of reality must at some point in time be 
reduced to binary form.”32 !is means that the model won’t look exactly 
like reality, because some things have been intentionally left out and others 

31  Ian Bogost, “!e Cathedral of Computation,” !e Atlantic, January 15, 2015,  
https://www.theatlantic.com/technology/archive/2015/01/the-cathedral-of-computa-
tion/384300/.

32  Robert Boguslaw, “Systems of power and the power of systems,” ed. Alan F. Westin, 
Information Technology in a democracy (Cambridge, MA: Harvard University Press, 
1971), 425.
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have been translated into a mathematical proxy that the computer can deal 
with. A concept that is di%cult to quantify like “popularity”, for instance, 
often is calculated by the number of likes a post has, or the number of 
page views, or some other quanti"able measure. Lohr summarized model-
ing well when he said “a model is the equivalent of a metaphor, an explana-
tory simpli"cation. It usefully distills, but it also somewhat distorts.”33 But 
models don’t just represent the world exactly as it is right now; rather, they 
help predict what is about to come.

As O’Neil put it, “Mathematical models, by their nature, are based 
on the past, and on the assumption that patterns will repeat.”34 A model is 
made up of information relevant to the task that needs to be completed, 
and all “irrelevant” information is ignored or discarded. Lohr called mod-
els “tool[s] for modeling what-if decisions” with the goal of making “more 
accurate predictions and better decisions.”35 For the location search in our 
example, the model likely has geospatial coordinates of existing business-
es (but not businesses that may have just opened, or "led incomplete meta-
data, or that do not have a digital footprint that Google can access); details 
about the tra%c patterns in the area that were in e#ect when Google sent it’s 
Street View cars out (although this data may not re&ect the current state of 
the roads, as we’ll see in a moment); and local tra%c laws that were in e#ect 
when the model was created. But not all historical data applies, only that 
relevant to the model. Google’s mapping model likely does not include in-
formation about sidewalk conditions or the location of mulberry trees, be-
cause the model’s creators did not think that was relevant information in 
"nding a route to a particular location.36

But incorrect and outdated information in models are not the only is-
sues we have to deal with when creating models. !e choices that the mod-
el’s creators make are also important. Why are some factors important but 
others ignored? Often these decisions are based on assumptions of what is 
important. O’Neil points out how integral these choices are to the entire 

33  Lohr, Data-ism, 160.

34  O’Neil, Weapons of Math Destruction, 38.

35  Lohr, Data-ism, 63.

36  As a pedestrian, during certain times of the year I will choose routes based precisely on 
the absence of mulberry trees or the buckling of sidewalks.
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model itself, as important as the data. “Models,” she says, “are construct-
ed not just from data but from the choices we make about which data to 
pay attention to—and which to leave out. !ose choices are not just about 
logistics, pro"ts, and e%ciency. !ey are fundamentally moral.”37 Because 
these choices a#ect the options that people have—about what information 
they have access to, about where they are given directions to go—there is an 
ethical element in the modeling process that must not be overlooked. We’ll 
see more about how this plays out in search algorithms’ claims to objectiv-
ity in Chapter 2.

Black Boxes

Of course, I don’t actually know speci"cally how Google handles answer-
ing queries. I’m working o# an understanding of how search tools are built, 
but the reality of Google’s search algorithm is no doubt several orders of 
magnitude more complex than my example. We do know a few of the 
things Google takes into account, like how many other sites link to a page, 
“how often and where the keywords being searched for show up on a specif-
ic page, how recently the page was created (a sign of the freshness of the in-
formation) and the location of the person making the search.”38 I also don’t 
have access to the model of the world that Google has created to simplify 
the process of designing their tools. Commercial algorithms are “black box-
es,” a term with a long history in the study of cybernetics to mean a system 
whose workings are hidden from view. !ese search algorithms are black 
boxes “in that they produce material e#ects in the world without necessari-
ly revealing anything about how they did so.”39 Search algorithms are large-
ly kept secret because they are the primary intellectual property asset of the 
parent company, and so sharing the details of how they work would deval-
ue the primary revenue-generating asset the company has.

37  O’Neil, Weapons of Math Destruction, 218.

38  Daisuke Wakabayashi, “Trump Says Google Is Rigged, Despite Its Denials. What Do 
We Know About How It Works?,” New York Times, September 5, 2018,  
https://www.nytimes.com/2018/09/05/technology/google-trump-bias.html.

39  Green"eld, Radical Technologies, 244.



15

Algorithms

In an interview with the New York Times, author and technologist Ja-
ron Lanier noted how the “black box” nature of much of the commercial in-
ternet isn’t how it was supposed to be.

“!e whole internet thing was supposed to create the world’s best in-
formation resource in all of history,” [Lanier] says. “Everything would 
be made visible. And instead we’re living in this time of total opacity 
where you don’t know why you see the news you see. You don’t know 
if it’s the same news that someone else sees. You don’t know who made 
it that way, You don’t know who’s paid to change what you see. Every-
thing is totally obscure in a profound way that it never was before.”40

But one of the reasons companies are touting the bene"ts of algorithms is 
for precisely the opposite reason: they claim that computers are somehow 
more transparent than the decision-making process of humans. Eubanks 
"nds this

philosophy that sees human beings as unknowable black boxes and 
machines as transparent deeply troubling. It seems to me a world-
view that surrenders any attempt at empathy and forecloses the pos-
sibility of ethical developments. !e presumption that human deci-
sion-making is opaque and inaccessible is an admission that we have 
abandoned a social commitment to try to understand each other.41

Perhaps the advocates of algorithms feel that they can understand how 
their algorithms work, even if the inner workings are kept from the pub-
lic. But Zenyep Tufakci, an Associate Professor at the School of Informa-
tion and Library Science at the University of North Carolina, Chapel Hill, 
notes that “programmers do not, and often cannot, predict what their com-
plex programs will do.”42 Her point is that algorithms are more than just 

40  Maureen Dowd, “Soothsayer in the Hills Sees Silicon Valley’s Sinister Side,” New York 
Times, November 8, 2017, https://www.nytimes.com/2017/11/08/style/jaron-lani-
er-new-memoir.html.

41  Eubanks, Automating Inequality, 168.

42  Zeynep Tufekci, “!e real bias built in at Facebook,” New York Times, May 19, 2016, 
https://www.nytimes.com/2016/05/19/opinion/the-real-bias-built-in-at-facebook.html.
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assemblages of code, that they cannot be examined without seeing them in 
context with the data they use and the e#ects they create.

The Social Aspects of Algorithms

So far our discussion of algorithms has been limited to the technical, math-
ematical artifact created by software developers. But this view is limiting, 
in that algorithms are designed to do something, and to interact with the 
world. “We can only understand what technologies really do, and how they 
really work, when we are able to stand back and weigh their consequences 
for all the social and natural ecosystems into which they are knit.”43

But the de"nition of an “algorithm” we’ve been discussing still re-
tains the tension between the popular de"nition of the term and the specif-
ic de"nition common to computer science. !e key to "nding a way to re-
solve this tension is to bring the algorithm out of the abstract and into the 
world in which it works.

Malte Ziewitz, Assistant Professor and Mills Family Faculty Fellow 
in the Department of Science and Technology Studies at Cornell Universi-
ty, notes that in the popular press,

algorithms have developed into somewhat of a modern myth. On 
the one hand, they have been depicted as powerful entities that rule, 
sort, govern, shape, or otherwise control our lives. On the other hand, 
their alleged obscurity and inscrutability make it di%cult to under-
stand what exactly is at stake.44

Paul Dourish, the Chancellor’s Professor of Informatics and Associate Dean 
for Research in the Donald Bren School of Information and Computer Sci-
ences at the University of California, Irvine, emphasizes that “the limits of 
the term algorithm are determined by social engagements rather than by 

43  Green"eld, Radical Technologies, 298.

44  Malte Ziewitz, “Governing Algorithms: Myth, Mess, and Methods,” Science, 
Technology, & Human Values 41, no. 1 (2016): 3.
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technological or material constraints.”45 !at is, what constitutes an algo-
rithm has changed throughout time because of the varied social role that 
algorithms have played.

And even my term “popular understanding” may be misleading, ac-
cording to the "eldwork Seaver has conducted. In his interviews with em-
ployees of a technology company, even those tasked with literally writing 
the code that executes the service’s algorithms, the term “‘algorithm’ had 
a vague, ‘non-technical’ meaning, indicating various properties of a broad-
er ‘algorithmic system’, even in nominally ‘technical’ settings.”46 So even 
those practitioners of computer science, whose de"nition is the tightest and 
most technical seem to talk about algorithms in a more fuzzy, “systems” fo-
cused way in practice. It would seem that the key to resolving this under-
standing of what we mean by an algorithm is in bringing these technical 
and social understandings together.

We must be careful not to simply place our technical understand-
ing of the algorithm in a social context. As Seaver notes, we must under-
stand algorithms “not as stable objects interacted with from many perspec-
tives, but as the manifold consequences of a variety of human practices.”47 
!at is, the algorithm is never a "xed thing, for many reasons. First and 
foremost, the technical aspect of an algorithm is always changing, with 
software developers making tweaks and adjustments to improve its perfor-
mance. At any given time, there are hundreds of experiments going on with 
large algorithms such as Google Search, Facebook’s News Feed, or other 
algorithmically-driven tools, making the identi"cation of “the algorithm” 
tricky. If your search uses a di#erent version of the algorithm from mine, 
despite searching for the same keywords at the same time, did we use the 
same algorithm?

What’s more, because so much of what these algorithms hope to act 
upon must be “translated” into mathematical form, no two developers may 
make the same analysis on how exactly to make some di%cult-to-measure 
attribute "t into a mathematical formula. To assume that concepts like 

45  Paul Dourish, “Algorithms and !eir Others: Algorithmic Culture in Context,”  
Big Data & Society 3, no. 2 (2016): 3.

46  Nick Seaver, “Algorithms as Culture: Some Tactics for the Ethnography of 
Algorithmic Systems,” Big Data & Society 4, no. 2 (2017): 3.

47  Seaver, 4.
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“popularity” or “a%nity” (to use one of Facebook’s favorite attributes) can 
be easily quanti"ed “is to miss the amount of interpretive, cultural work 
required to translate these features into computable form. It is to mistake 
maps for territories.”48 Understanding the decisions and cultures of the orga-
nizations that create these algorithms is as important as understanding the 
code itself. !e “algorithm” is ever evolving, ever changing, and the reason-
ing behind its decisions and choices, from the business goals that drive the 
product managers to the worldviews of the individual engineers who write 
the code help to better contextualize the actual workings of the algorithm. 
!e only constant in all this is that the algorithms themselves, as well as the 
teams that make them, are ever evolving. Calling back to Hereclitus’ famous 
aphorism, Seaver quips, “you can’t log into the same Facebook twice.”49

But the evolving technical nature of the algorithm isn’t the only 
aspect that needs to be understood as causing &ux. As Kitchin says, “al-
gorithms need to be recognized as being ontogenetic, performative and 
contingent: that is, they are never "xed in nature, but are emergent and 
constantly unfolding.”50 Because algorithms themselves are designed to act 
upon data from the world and produce results, they change the way we in-
teract with the world. And because these algorithms are iteratively devel-
oped based on how users interact with them, developers change the algo-
rithms to adapt to the changes the algorithms have caused in our behavior. 
!e algorithm and the user co-evolve together. Green"eld, paraphrasing 
Churchill’s famous line, said “now we make networks, and they shape us 
every bit as much as any building ever did, or could.”51

So how do we refer to this “algorithm” that is more than just in-
structions, more than just code, more than a technical artifact, something 
that also includes the data it works on, the people who create it and use it, 
the social feedback loop that helps us co-evolve with it, and countless oth-
er pieces that are “knit” into the fabric of our world, to use Green"eld’s 
phrase?52 Seaver proposes that “it is not the algorithm, narrowly de"ned [in 

48  Seaver, “Knowing Algorithms,” 9.

49  Seaver, 6.

50  Kitchin, “!inking critically about and researching algorithms,” 21.

51  Green"eld, Radical Technologies, 28.

52  Green"eld, 298.
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a technical sense], that has sociocultural e#ects, but algorithmic systems—
intricate, dynamic arrangements of people and code.”53 !ese “algorithmic 
systems” must be understood together, because without the social context 
of use, the algorithm is nothing more than a technical artifact. We can-
not understand what it “does” as lines of code any more than the develop-
ers who wrote it. Without the data that it will act upon, we cannot begin to 
see how inputs will become outputs. But all of this is still experimenting on 
technology. !e real place for understanding the algorithm is in practice, 
not merely in how it works technically, but how it continues to unfold in 
our lives as we use it, how it changes us and we change it.

!ere are obvious questions to ask about the technical artifact and 
how it creates particular outputs. For instance, how did Ex Libris’ Sum-
mon discovery system make a connection between “stress in the workplace” 
and “women in the workforce,” as in Figure 1.2? Or when, in 2015, Goo-
gle Photos automatically labeled photographs of two black friends as “go-
rillas?”54 How did the Google Photos algorithm make that particular asso-
ciation, one that dredged up hundreds of years of institutionalized racism?

But these are technical questions and their answers are merely tech-
nical—they will not begin to address the impact that the algorithm has on 
the individuals who use them, or society as a whole. For instance, Brent 
Cook, the Summon Project Manager at Ex Libris, pointed to a technical 
glitch in their algorithm that he called a “Mad Libs” e#ect, something that 
would match a phrase and allow you to replace one word and keep the rest 
of the phrase in tact. Instead of typing “stress in the workplace,” you could 
also type “heroes in the workplace,” and still get a response of “women in 
the workplace.”55 !is answer was given to try to neutralize the e#ects of the 
result that appeared biased against women, because you could also make it 
biased for women! But the problem with this approach is that Ex Libris fo-
cused solely on the technical aspects of the problem. !ey didn’t address 
what happens when young women, amidst a culture that devalues their 
contributions in the workplace both culturally and monetarily, see working 

53  Seaver, “Knowing Algorithms,” 9.

54  “Google apologises for Photos app’s racist blunder,” BBC News, July 1, 2015,  
https://www.bbc.com/news/technology-33347866.

55  Brent Cook (Summon Project Manager, Ex Libris), email message to author,  
February 1, 2016.
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women equated with stress in the workplace in a supposedly objective, neu-
tral tool that everyone at the their University tells them will give them the 
most appropriate, scholarly information.

In the case of Google Photos, an engineer admitted that the “prob-
lem” with the autotagging was that the training set of photographs they used 
to “teach” Google Photos to identify the subjects of photos had very few 
black faces, and so it didn’t know how to identify one.56 !is is also a tech-
nical explanation, but it ignores the fact that centuries of human-driven sys-
temic racism were spouted out by an algorithmic system within hours of it 
launching. How does that a#ect the millions of black users of Google Pho-
tos, or for that matter, white supremacist users? What does it say about the 
engineering team that the training photos they had access to were not rep-
resentative of the diversity of faces? What does it say that an algorithm that 
could not immediately identify a human’s face immediately downgraded it 
to the status of an animal, the same technique that racists have used for hun-
dreds of years?

To focus on algorithms as technical artifacts means that we will be 
trapped into accepting limited, technical excuses for moral lapses on the 
parts of these companies whose work a#ects hundreds of millions of people 
every day. We must keep the algorithmic system in our sights, always un-
derstanding that the algorithm as code acts in the world, is put in motion 
by a group of people who themselves are products of a particular culture in 
a particular time and place. And each time we interact with the algorithms, 
each part of the system comes back subtly changed. For Seaver, rather than 
being separate concerns,

‘cultural’ details are technical details—the tendencies of an engineer-
ing team are as signi"cant as the tendencies of a sorting algorithm. 
!is is not so much an attempt to add the cultural back onto the tech-
nical as it is a refusal of the cultural/technical distinction as a ground 
for analysis.57

56  Yonatan Zunger, Twitter Post, June 29, 2015, 11:21am, https://twitter.com/yonatanzu-
nger/status/615585776110170112. See also Sara Wachter-Boettcher, Technically Wrong: 
Sexist Apps, Biased Algorithms, and Other !reats of Toxic Tech (New York: W.W. 
Norton, 2017), 133.

57  Seaver, “Knowing Algorithms,” 10.
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Faith and Reality

Despite the ever-evolving nature of algorithmic systems, we are "rm in our 
faith in their ability to outperform human decision making. !e examples 
above showing a tiny selection of where algorithms touch the lives of ev-
eryone helps to see their reach. Algorithms now help control tra%c lights 
to optimize tra%c patterns, they help decide both how much your atten-
tion is worth when you visit a web page (by auctioning o# the advertising 
space on the page based on what it knows about you),58 as well as how much 
the items you are interested in will be priced.59 Algorithms decide what 
kinds of “answers” you will see to the questions you ask Google and other 
search engines, and what kinds of messages you will see on your social me-
dia feeds. !e power we have ceded to these systems of code and culture is 
powerful. Frank Pasquale, Professor of Law at the University of Maryland 
Francis King Carey School of Law, notes that now, “authority is increasing-
ly expressed algorithmically. Decisions that used to be based on human re-
&ection are now made automatically.”60 One reason for this increase in al-
gorithmic authority is our increasing faith that the algorithm will deliver a 
more objective decision than a human could, that somehow the algorithm 
eliminates the human biases that we often see coloring our decisions. In the 
next chapter we will examine the role that “objectivity” plays in the popular 
understanding of algorithms, but "rst it is worth re&ecting for a moment on 
the power that our belief in that objectivity, in the supposed “rightness” of 
the authority wielded by computers, does to our understanding of the world 
and our place in it. We have already seen how our popular understanding of 
algorithms can be at odds with the more technical understanding. So with-
in an algorithmic system, how do these di#erent views play out in how we 

58  Natasha Singer, “Your Online Attention, Bought in an Instant,” New York Times, 
November 17, 2012, https://www.nytimes.com/2012/11/18/technology/your-online-
attention-bought-in-an-instant-by-advertisers.html.

59  Julia Angwin and Surya Mattu, “Amazon Says It Puts Customers First. But Its Pricing 
Algorithm Doesn’t,” ProPublica, September 20, 2016, https://www.propublica.org/
article/amazon-says-it-puts-customers-"rst-but-its-pricing-algorithm-doesnt.

60  Frank Pasquale, !e Black Box Society: !e Secret Algorithms !at Control Money and 
Information (Cambridge, MA: Harvard University Press, 2015), 8.
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approach the use of algorithms? And speci"cally, how do we approach the 
most trusted algorithmic systems, search engines?

According to New York Times writer Daisuke Wakabayashi, “online 
search and Google are synonymous.”61 It handles around 3.5 billion search-
es a day from over four billion Internet users, or nearly half the population 
of the world.62 Google overall handles nearly three quarters of the online 
searches on desktops or laptops, and over 80% of mobile searches.63 Accord-
ing to Google, 15% of the search queries it sees every day are ones it has nev-
er seen before.64 !is is quite di#erent than the state of search engines 15 
years ago, when the major three—Google, MSN, and Yahoo!—each held 
around 30% of the market.65 Google and others have attributed the rise of 
Google to being “synonymous with search” to its superior ranking algo-
rithms,66 which it has described as “computer programs that look for clues 
to give you back exactly what you want.”67

!at kind of market dominance gives “the company an enormous 
role in directing the world-wide &ow of information on the internet.”68 
And Google agrees, arguing that users come to Google “for more than just 

61  Wakabayashi, “Trump Says Google Is Rigged.”

62  “Internet Live Stats,” Internet Live Stats, accessed October 1, 2018,  
http://www.internetlivestats.com/.

63  “Search Engine Market Share,” Net Market Share, accessed October 1, 2018, 
 https://www.netmarketshare.com/search-engine-market-share.aspx.

64  “Useful Responses Take Many Forms,” Google Search, accessed January 31, 2019, 
https://www.google.com/search/howsearchworks/responses/#?modal_active=none.

65  John MacCormick, 9 Algorithms !at Changed the Future: !e Ingenious Ideas !at 
Drive Today’s Computers (Princeton, NJ: Princeton University Press, 2012), 11.

66  MacCormick, 11.

67  !is version was quoted in Tufecki, “!e real bias built in at Facebook.” !e market-
ing language around Google Search has changed in recent years, largely in response to 
the rise of deliberately misleading information. Google now avoids saying that it “gives 
you exactly what you want” and instead says it “give[s] you useful and relevant results.” 
“How Search Works,” Google Search, accessed December 11, 2018, https://www.
google.com/search/howsearchworks/.

68  Wakabayashi, “Trump Says Google Is Rigged.”
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links—they go for information.”69 Google’s page on “How Search Algo-
rithms Work” says that “you want the answer, not a billion web pages.”70 
Whenever Google mentions search results, they refer to “information” or 
“answers” rather than literally what the results are: links to web pages. !e 
overall message is that Google is a search engine to be trusted, and the mar-
ket dominance Google has attained shows that users believe them. Tarleton 
Gillespie, a Principal Researcher at Microsoft Research New England and 
an A%liated Associate Professor at Cornell, emphasizes this when he writes 
about search engines and algorithms. He notes that they are “more than 
mere tools, algorithms are also stabilizers of trust, practical and symbolic 
assurances that their evaluations are fair and accurate, free from subjectiv-
ity, error, or attempted in&uence.”71 But all of this focus on being a trust-
worthy source of information, as well as its “Focus on the User” (which is 
one of three principles they list as their approach to search),72 obscures the 
fact that Google is a multinational corporation whose primary responsibil-
ity is earning money for its shareholders. One reason these aspects are not 
highlighted, and are in fact covered over, is that they call into question the 
image of the objective, perfectly rational information machine, as Gilles-
pie has pointed out.

Search engines, while promising to provide a logical set of results in 
response to a query, are in fact algorithms designed to take a range of 
criteria into account so as to serve up results that satisfy not just the 
user, but the aims of the provider, their understanding of relevance 
or newsworthiness or public import, and the particular demands of 
their business model.73

69  Wakabayashi.

70  “How Search Algorithms Work,” Google Search, accessed January 4, 2019,  
https://www.google.com/search/howsearchworks/algorithms/.

71  Tarleton Gillespie, “!e Relevance of Algorithms,” in Media Technologies: Essays on 
communication, materiality, and society, ed. Tarleton Gillespie, Pablo J. Boczkowski 
and Kirsten A. Foot (Cambridge, MA: MIT Press, 2014), 179.

72  “Our Mission,” Google Search, accessed November 10, 2018,  
https://www.google.com/search/howsearchworks/mission/.

73  Tarleton Gillespie, “Can an algorithm be wrong?,” Limn 1, no. 2 (2012),  
https://limn.it/can-an-algorithm-be-wrong/.
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!ere is a tension here between what Google wants Google to be, and 
what we think Google is. As O’Neil noted, Google’s “search engine algo-
rithm appears to be focused on raising revenue. But search results, if Google 
so chose, could have a dramatic e#ect on what people learn and how they 
vote.”74 !e one correction I would make to O’Neil is this: Google cannot 
choose whether or not to in&uence what its users learn by showing some re-
sults and not others, structured as a ranked list. Google always in&uenc-
es what its users learn by the very nature of its search results design. Some-
times what is learned is shaped intentionally, as in the 2016 United States 
Presidential Campaign, when groups working on behalf of Russia waged 
a misinformation campaign over Google and social media sites to in&u-
ence the election. Often, however, there is no focused plan for shaping what 
Google’s users learn, other than the logic of the search algorithm.

Google’s business model is quite di#erent from the library search en-
gines we will be examining later in this book. But the faith we have in 
search engines, whether specialized search tools like library discovery sys-
tems or general-purpose search engines like Google or Bing, are beliefs we 
carry with us throughout all of our interactions with search. !at’s why it 
is so important to begin any examination of library search tools with an ex-
amination of our relationship with Google. Libraries and vendors adver-
tise these discovery services as “Google for libraries,” because they want to 
engender the same kind of authoritativeness and trust that users have with 
Google. But despite the overwhelming trust that we have in search engines, 
they are much more than we understand them to be, and this tension be-
tween our faith in search engines and the reality of these algorithms is the 
focal point of this study.

In addition to not understanding the role that a search engine’s busi-
ness model plays in shaping the information we see, there is also the matter 
of our faith in what exactly search engines as tools can do for us. Gillespie 
notes that “there is a tension between what we understand these algorithms 
to be, what we need them to be, and what they in fact are.”75 Our under-
standing of Google as an all-knowing oracle does not match up with the re-
ality of the search engine. In fact, when we encounter a glitch in the system 

74  O’Neil, Weapons of Math Destruction, 184.

75  Gillespie, “Can an algorithm be wrong?”; See also Pasquale, !e Black Box Society, 77.
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that might indicate that Google isn’t perfect, we tend to blame ourselves, 
rather than point the "nger at the search engine or the team who creates 
it. We’ve bought the story that Google has sold us, rather than evaluat-
ing the tool on its own merits. Green"eld notes that “what matters most in 
weighing the degree to which we surrender control to an automated deci-
sion-making process isn’t so much what a system can actually do, but what 
we believe it can do.”76

I have talked brie&y about what we think a search algorithm can 
do, helped along by our own positive experiences with successful Google 
searches and their clever marketing team. But what can the search tool ac-
tually do? !is is a question that will drive much of the rest of this book, but 
it is worth looking in general here at some of the guiding principles of algo-
rithms and how they call into question many of our beliefs about their ob-
jectivity and neutrality. After all, search engines in particular, from Google 
to library search, wield an impressive power. Pasquale has said “the power 
to include, exclude, and rank is the power to ensure which public impres-
sions become permanent and which remain &eeting.”77

Algorithms, as we have seen, are based largely on simpli"cations of 
the real world called models. !e trouble with models is that “no model can 
include all of the real world’s complexity… Inevitably, some important in-
formation gets left out.”78 And what’s more, the world is represented purely 
as that which can be manipulated mathematically, so activities or qualities 
that don’t lend themselves easily to measurement are often assigned proxies 
that can be measured. Algorithms themselves operate on their own inter-
nal logic, prioritizing e%ciency and speed over thoroughness or even cor-
rectness. Christian and Gri%ths note that in algorithm design, “computa-
tion is bad: the underlying directive of any good algorithm is to minimize 
the labor of thought.”79 !is means that algorithms themselves are not de-
signed to actually sort through all available data to "nd the “best” or “most 
relevant” results (whatever those qualities might mean to the creators of 
the algorithm). Instead, the algorithm is designed to prioritize e%ciency of 

76  Green"eld, Radical Technologies, 254.

77  Pasquale, !e Black Box Society, 61.

78  O’Neil, Weapons of Math Destruction, 20.

79  Christian and Gri%ths, Algorithms to Live By, 258.
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computation. !is is one reason that Google highlights the speed of com-
puting its search results. Good algorithms “are all about doing what makes 
the most sense in the least amount of time, which by no means involves giv-
ing careful consideration to every factor and pursuing every computation 
to the end.”80

Algorithms, and in particular search algorithms, are sold to us as dis-
interested, objective, neutral information gathering tools that "nd us an-
swers. But a closer look at algorithms shows us that corporate pro"t mo-
tives, the nature of computer science and mathematics, reductive models 
of the world, and a fetish for speed and e%ciency are also factors that help 
shape how they are designed and how they work. But one question remains: 
once we put our faith in these algorithmic systems, how do they a#ect us? 
How are we changed by our interactions with them?

Algorithms Change, and Change Us

!e faith we put in search algorithms to manage the information we seek 
and consume requires us to assess the impact this reliance has on us. Does 
our faith in search change the way we think? Does it change the way we see 
the world? !e way we interact with one another? As Alex Halavais, Asso-
ciate Professor of Sociology at Arizona State University, noted in his study, 
Search Engine Society, “no new technology leaves us unchanged, and often 
the changes are unexpected and unpredictable.”81 One reason these e#ects 
are di%cult to predict and see is that the engineering mindset that we use 
for creating and tweaking algorithms isn’t well suited for seeing algorithms 
in context, for examining how they interact with data and the social condi-
tions where users "nd them. !e philosopher Iris Murdoch has said that a 
human “is a creature who makes pictures of himself [sic] and then comes to 
resemble the picture. !is is the process which moral philosophy must at-
tempt to describe and analyze.”82 Murdoch’s concept of humanity “making 

80  Christian and Gri%ths, 261.

81  Alex Halavais, Search Engine Society (Cambridge, UK: Polity, 2009), 30.

82  Iris Murdoch, Existentialists and Mystics: Writings on Philosophy and Literature (New 
York: Allen Lane/Penguin Press, 1997), 75.
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pictures of itself” relates directly to technology, which is often created to 
append or improve upon some perceived de"cit in our humanity. Engineers 
create search engines because the world’s knowledge is too much for any in-
dividual to assess. And so they create an image of a person who can rely on 
an external system to do the sorting for them so they can act on that infor-
mation. In the short span of just a decade or so, that new vision of a person 
has come to be for almost half the population of the earth. What are the 
unforseen and unintended consequences of this changing relationship be-
tween humans and information? How has this change a#ected us and our 
perception of the world?

Search engines say they are tools for revealing information to us, 
ranked and organized by relevance to our needs. But by their very nature, 
search engines and other algorithmic systems are also tools of ignoring, as 
much as of showing.83 !e mechanisms that determine what is shown to us 
at any given time are not merely a function of the result’s objective useful-
ness to our search. Rather, these algorithms are designed to serve particu-
lar objectives, often those associated with pro"t generation, as we have seen. 
!is is why YouTube’s recommendation algorithms have been scrutinized 
over the past year for emphasizing conspiracy-theory videos and Facebook’s 
single-minded emphasis on “engagement,” which led to a promotion of de-
liberately false or misleading information on the platform.84 !ese algo-
rithms prioritize content that increases engagement, which can only be un-
derstood by the companies involved as measurable clicks, likes, plays, or 
comments. (Passively reading a post that inspires you to take action of-
&ine is not measurable by the algorithm, and therefore is not considered 
engagement.) Facebook and YouTube have shown themselves to be venues 
where a lot of algorithmically signi"cant “engagement” happens around 
hateful, biased, untrue, and otherwise in&ammatory content because those 
kinds of posts and videos generate more engagement than others. More 
measurable engagement by users translates into more pro"t for the algo-
rithm’s creators. In turn, this changes how we interact with each other o# 

83  Halavais, Search Engine Society, 57.

84  Steve Kovach, “YouTube and Facebook Promoted a Right-Wing Conspiracy About a 
Florida Shooting Survivor,” Business Insider, February 21, 2018, https://www.busines-
sinsider.com/youtube-promotes-conspiracy-theory-video-&orida-shooting-survivor-da-
vid-hogg-2018-2?r=UK&IR=T.
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these platforms. For instance, misleading, racist posts on Facebook are sus-
pected to be the cause of mob violence and murders in India and Myan-
mar.85 And the “emotional contagion” experiment at Facebook, where re-
searchers intentionally manipulated users’ o'ine emotional state through 
the content in their News Feed, shows “Facebook’s enormous power to af-
fect what we learn, how we feel, and whether we vote.”86 And even the You-
Tube Kids’ app was found to promote videos to children advocating that 
the earth is “run by reptile-human hybrids” and that the moon landing nev-
er happened,87 all in the name of “engagement.” Search engines are not im-
mune, as Associate Professor of Information Studies at UCLA Sa"ya Umo-
ja Noble detailed in her book, Algorithms of Oppression. When Dylan Roof 
went to Google and typed in “black on white crime,” Google recommend-
ed a series of white-supremacist websites that the future mass-murderer said 
helped shape his thinking on race relations, and led him to murder nine 
black strangers in a church in Charleston, South Carolina.88 As Pasquale 
notes, “despite their claims of objectivity and neutrality, [search tools] are 
constantly making value-laden, controversial decisions. !ey help create 
the world they claim to merely ‘show’ us.”89

85  Mike Isaac and Sheera Frenkel, “Facebook Security Breach Exposes Accounts of 
50 Million Users,” New York Times, September 28, 2018, https://www.nytimes.
com/2018/09/28/technology/facebook-hack-data-breach.html.

86  O’Neil, Weapons of Math Destruction, 184. In addition to the “emotional contagion” 
experiment, Facebook runs thousands of experiments every year on user data. In 2010, 
for instance, they ran an experiment to prove that they could in&uence the number of 
people who showed up to vote, especially by using Facebook “friendships” to encour-
age users (Robert M. Bond et al., “A 61-Million-Person Experiment in Social In&uence 
and Political Mobilization,” Nature 489, no. 7415 (2012), https://www.ncbi.nlm.
nih.gov/pmc/articles/PMC3834737/). Also in 2010, Facebook tracked whether the 
information sharing behavior of your Facebook friends a#ected your own information 
sharing habits (Eytan Bakshy et al., “!e Role of Social Networks in Information 
Di#usion,” Proceedings of the 21st International Conference on World Wide Web (2010), 
https://dl.acm.org/citation.cfm?doid=2187836.2187907).

87  James Cook, “!e YouTube Kids App Has Been Suggesting a Load of Conspiracy Vid-
eos to Children,” Business Insider, March 17, 2018, https://www.businessinsider.com/
youtube-suggested-conspiracy-videos-to-children-using-its-kids-app-2018-3/?op=1.

88  Sa"ya Umoja Noble, Algorithms of Oppression: How Search Engines Reinforce Racism 
(New York: New York University Press, 2018), 115.

89  Pasquale, !e Black Box Society, 61.



29

Algorithms

Search algorithms also a#ect how we see the world, and may be 
changing the way we think. Fifteen years ago the researchers Kathleen 
Guinee, Maya Eagleton, and Tracy E. Hall studied the search strategies of 
adolescent Internet users, and found four common strategies for recovering 
from failed searches. What they found was that the most common strata-
gem was “re-framing their inquiries around what can be easily found,”90 es-
sentially changing their way of thinking to better "t the limits of the search 
engine.91 !is is similar to a technique called “satis"cing,”92 where a user 
of a technology uses the minimum amount of e#ort to retrieve a usable re-
sult. !ese tendencies are becoming prevalent in many of our interactions 
with algorithmic systems, and not just search engines. Adapting to the log-
ic of the system is most evident in voice assistants—try getting Siri or Alexa 
to help you with a task when you are not familiar with the way engineers 
assumed you would ask. After a number of responses like “I don’t under-
stand” you may give up and do the task yourself. But also accepting what 
the search engine provides you rather than pushing the tool to give you bet-
ter results point to a disturbing trend in how we are beginning to approach 
our everyday interactions with information. A decade ago Halavais warned 
us of “the possibility that search engines encourage us to frame our think-
ing in terms of search.”93 And here we are.

As I write this, there is an ongoing story about whether Google bias-
es its search results to intentionally suppress positive stories about conserva-
tive politicians in the United States.94 Behind this story is a special sort of 
anxiety we have about our relationship with this technology. As Halavais 
puts it, “the core social question for a search engine is ‘who sees what under 
what circumstances and in what context?’ and in answering this question, 

90  Kathleen Guinee, Maya Eagleton, and Tracy E. Hall, “Adolescents’ Internet Search 
Strategies: Drawing Upon Familiar Cognitive Paradigms When Accessing Electronic 
Information Sources,” Journal of Educational Computing Research, 29, no. 3 (2003): 370.

91  See also Halavais, Search Engine Society, 87.

92  Herbert A. Simon, “Rational Choice and the Structure of the Environment,”  
Psychological Review 63, no. 2 (1956): 129.

93  Halavais, Search Engine Society, 94.

94  Daisuke Wakabayashi and Cecilia Kang, “It’s Google’s Turn in Washington’s Glare,” 
New York Times, September 26, 2018, https://www.nytimes.com/2018/09/26/technol-
ogy/google-conservatives-washington.html.
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political and economic battles are inevitable.”95 With the personalization 
of search results now commonplace, taking into account your past search 
history, your location, the device you are using, demographic information 
that the algorithm has guessed about you (which can be eerily correct about 
three-quarters of the time96)—Google will show you a list of results it has 
calculated will be most relevant to you. It does this under the cloak of ob-
jectivity and neutrality, by emphasizing the role algorithms play in the pro-
cess, and downplaying the role that humans play. But what is this objec-
tivity based on? Can an algorithm truly be objective? And how are library 
search engines similar or di#erent from Google? Are their algorithms any 
better? Do any of these search tools deserve the kind of blind trust we 
put in them?

95  Halavais, Search Engine Society, 118.

96  Michael Carl Tschantz et al., “!e Accuracy of the Demographic Inferences Shown 
on Google’s Ad Settings,” Tech. Report TR-16-003, International Computer Science 
Institute, 2016, October, 2016, https://www1.icsi.berkeley.edu/~mct/pubs/wpes18/.



Chapter 2 Search Engines

To examine the algorithmic systems that make up search engines, we must 
"rst determine how search engines di#er from other algorithmic systems. 
After all, Facebook’s News Feed o#ers a search tool, as does Yelp, Spotify, 
and Amazon. Are these tools search engines?

Each of these tools has elements of a search engine within it. Face-
book is the easiest to dismiss, since it’s main purpose is to get users to look 
at the algorithms that make up the News Feed, so that their advertising al-
gorithms can precisely target advertisements based on a dizzyingly detailed 
pro"le for each of its more than a billion users. Facebook’s search is merely 
an add-on. Yelp and Amazon are di#erent—both have search at their core. 
After all, if you want to "nd a restaurant near you, you use Yelp’s search 
feature to "nd it. (Or, increasingly, you use Google to search and Goo-
gle shows you Yelp’s results.) Amazon, too, relies on search to allow shop-
pers to "nd the items they are looking for (and then recommends similar 
items through other parts of its algorithmic system). But Yelp and Amazon 
do have limits to what they search: you cannot "nd answers to questions 
about cooking a curry from scratch on Yelp (unless you "nd a curry restau-
rant and ask the chef to teach you). Likewise, you cannot "nd these answers 
on Amazon (unless you purchase a book on cooking curry). Yelp has a spe-
cialized search tool for searching reviews, while Amazon’s search helps you 
"nd products to buy. Neither is a general purpose search tool like Google, 
where you "nd information on cooking curry, "nd good deals on products, 
see reviews, and more. Google can help you "nd your dream job, prepare 
for the interview, and learn to negotiate a salary. You can use the Google 
search box to do arithmetic, de"ne words, and ask for the current time in 
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any location (See Figure 2.1). It can show you factual information, or lies 
and deception. It can show you information that challenges your beliefs, 
or reinforces biases and stereotypes you might not know you have. People 
can (and do) go to Google with any and all questions they may have. !is is 
why John Battelle, one of the cofounders of WIRED, called Google a “da-
tabase of intentions.”1

Figure 2.1 The many hidden functions of Google

We can break down the work of a general purpose search engine into two 
phases: "rst, the search tool matches items in its index with the search terms. 
Items that have the exact keyword or similar keywords will be returned as 
search results. Depending on the tool, it might have di#erent criteria for 
what items it will return. If multiple keywords are used, the tool may pri-
oritize results with all of those keywords present before an item will be re-
turned. (!is is the default behavior of most general purpose search en-
gines, which inserts a boolean AND between all keywords in a search.) 
Some search tools that index the full text of websites or books may only 
return results if all of the keywords appear within the same paragraph, or 
within a few sentences of each other. What is common among all search en-
gines is that they won’t return results that don’t have any matches to your 
search keywords.

Green"eld identi"es three measures for evaluating the matching abil-
ity of a search algorithm. First, is accuracy, which is measured by seeing 

1  John Battelle, “!e Database of Intentions,” John Battelle’s Search Blog, November 13 
2003, https://battellemedia.com/archives/2003/11/the_database_of_intentions.
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whether all items that are returned actually match the search terms. !is 
di#ers from precision, which is the measure of whether all the items that 
are known to match the search terms were identi"ed. And "nally, recall is a 
measure of whether a complete set of results is returned.2 High accuracy in 
a matching algorithm means that there will be no false positives in the set. 
All of the items returned will match the search criteria. Low recall means 
that there will be many false negatives in the set, where plenty of results that 
should be returned were not.

!e second stage in any search is ranking the results that were 
matched. !is is where search engines really tend to di#er. Fifteen years 
ago, Google, Yahoo!, and MSN each shared about 30% of the market.3 It is 
generally assumed that Google has achieved its current market dominance 
(nearly 80% of all searches in late 2018, according to Net Market Share)4 
through its e#orts at making a ranking algorithm that users found to be 
better than the competition.5

According to Dickinson College Associate Professor of Computer 
Science John MacCormick, most search engines combine their matching 
and their ranking into a single process in order to return results as quick-
ly as users expect.6 Even if items are matched and ranked within a sin-
gle computational process, the processes themselves are conceptually dif-
ferent. You must "rst have a matched item before you can rank it. But we 
don’t know enough about how these proprietary algorithms are created to 
fully understand how they integrate these two processes. And frankly, this 
isn’t an interesting question. !e more interesting question is not how they 
structure code to rank and match, but how search engines decide to rank 
their results?

Many search tools allow you to determine how you want to rank 
the results of your search. On Amazon, for instance, you can choose to 
rank results by price (highest to lowest, or lowest to highest); by popularity 
(highest customer reviews "rst); or by recency (newest arrivals "rst). !ese 

2  Green"eld, Radical Technologies, 217.

3  MacCormick, 9 Algorithms !at Changed the Future, 11.

4  Net Market Share, “Search Engine Market Share.”

5  Wakabayashi, “Trump Says Google Is Rigged, Despite Its Denials.”

6  MacCormick, 9 Algorithms !at Changed the Future, 11.
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particular ranking mechanisms are understandable by most users. By sort-
ing by price, we expect to see the results at the top be either higher or lower 
than the one after it, depending on which we choose. We would not expect 
to see items with low customer reviews at the top of the results if we chose 
to sort by popularity. By default, however, your results are listed by “rele-
vance.” !ere are no public-facing help documents for Amazon that explain 
the sorting feature, so by looking in the developer documentation we can 
see that when we sort by relevance, ranking will:

Order items by keywords. Rank is determined by the keywords in the 
product description, if there are multiple keywords, how closely they 
occur in descriptions, and how often customers purchased items they 
found using the keyword. Keyword placement is also important. For 
example, the rank is higher when keywords are in titles.7

Note here that Amazon tells us a few of the things it takes into account 
when ranking items, but probably not everything. It also doesn’t tell us how 
each of these criteria are weighted. It says that “the rank is higher when key-
words are in titles,” but not how it determines how much higher to rank 
items with keywords in the title. Google doesn’t allow you to change the 
ranking of its search results at all, which makes understanding how Google 
ranks matched results even more opaque.

Ranking is complex and poorly understood, since the ranking algo-
rithms of Google and other search engines are considered proprietary, se-
cret information. But they have signi"cant e#ects on the users of the search 
tools. !e researchers Yvonne Kammerer and Peter Gerjets ran a study in 
2012 that showed that most search results pages didn’t give users enough 
information to evaluate whether the results they saw were useful to them, 
so they instead “rely on super"cial, but prominent, cues such as the rank-
ing position” to help them "nd their results.8 But there is more that a#ects 

7  “Sort by Popularity, Price, or Condition,” Amazon Web Services, accessed October 10, 
2018, https://docs.aws.amazon.com/AWSECommerceService/latest/DG/SortingbyPop-
ularityPriceorCondition.html.

8  Yvonne Kammerer and Peter Gerjets, “How Search Engine Users Evaulate and Select Web 
Search Results: !e Impact of Seach Engine Interface on Credibility Assessments,” in Web 
Search Engine Research, ed. Dirk Lewandowski (Emerald Publishing Limited, 2012), 261.
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users’ interpretation of search results than ranking position. Noble reminds 
us that ranking results isn’t just a complex math problem for objectively de-
termining which item should be listed before all the others. Rather, “‘rank-
ing’ means something very speci"c in our cultural context in the United 
States.”9 !at is, simply by using the technique of “ranking,” search engine 
designers have told American users to approach results in a particular way. 
And as Google’s dominance continues throughout the world, we are ex-
porting this way of interacting with ranked results.

Search Engines, Objectivity, and Trust

Search engines and the algorithms behind them have become so much a 
part of everyday life that we often don’t take into account how they work or 
whether they might be wrong. Rather, search tools are inherently trusted, 
especially general purpose search engines like Google, despite being mul-
tinational corporations that have e#ectively privatized information retriev-
al.10 !e reasons for this trust vary, but it’s one that the search engine com-
panies actively cultivate. While still at Google, Marissa Mayer hinted at the 
relationship between the simple interface and the necessary trust that users 
could have in Google. She described the search engine as,

very, very complicated technology, but behind a very simple interface. 
Our users don’t need to understand how complicated the technology 
and the development work that happens behind us is. What they do 
need to understand is that they can just go to a box, type what they 
want, and get answers.11

While she wanted us to know that Google handles the complexity, she em-
phasizes that the simplicity of the user interface breeds trust in the users. 

9    Sa"ya Umoja Noble and Sarah T. Roberts, “Engine Failure: Sa"ya Umoja Noble and 
Sarah T. Roberts on the Problems of Platform Capitalism,” Logic 3 (2017): 91.

10  Noble, Algorithms of Oppression, 51.

11  Siva Vaidhyanathan, !e Googlization of Everything (And Why We Should Worry) 
(Berkeley: University of California Press, 2011), 54.
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Notice that she doesn’t say that searching in Google gives you “results” or 
“possibilities.” Instead, she says Google provides “answers.”

!is is a common refrain from Google, which is the only search pro-
vider to have also emphasized that its results are “algorithmically-generat-
ed,” “objective,” and “never manipulated.”12 In 2016 Google’s help pages 
claimed that search algorithms were “computer programs that look for clues 
to give you back exactly what you want.”13

!is image of neutral objectivity, coupled with Google’s market dom-
inance, makes it incredibly powerful. !e journalist Noah Berlatsky argues 
that Google “arguably has more power over knowledge and information 
than television or radio in the modern era.”14 Note that he is not comparing 
the Internet, a communication medium, to another communication medi-
um like television and radio. He is comparing a multinational corporation 
to a communication medium.

As early as 2005, the Pew Internet and American Life Project noted 
that the public was beginning to see search engines as a form of public in-
stitution like the legal, journalistic, and educational institutions we are “un-
usually reliant on.”15 !is perception has only increased over the past de-
cade and a half. In 2012, Pew researchers noted that users trusted search 
engines to provide information, and were generally satis"ed with the per-
formance of search tools.16 Almost three-quarters of search engine users in 
the United States said “most or all of the information they "nd as they use 

12  Benjamin Edelman and Benjamin Lockwood, “Measuring Bias in ‘Organic’ Web 
Search,” January 9, 2011, http://www.benedelman.org/searchbias/.

13  Tufecki, “!e Real Bias Built in at Facebook.”

14  Noah Berlatsky, “Google Search Algorithms Are Not Impartial. !ey Can Be Biased, 
Just Like !eir Designers,” NBC News: !ink, February 21, 2018, https://www.
nbcnews.com/think/opinion/google-search-algorithms-are-not-impartial-they-are-bi-
ased-just-ncna849886.

15  Deborah Fallows, “Search Engine Users: Internet Searchers Are Con"dent, Satis"ed 
and Trusting—but !ey Are Also Unaware and Naïve,” Pew Internet and American 
Life Project, January 23, 2005, http://pewinternet.org/Reports/2005/Search-En-
gine-Users/8-Conclusions/Conclusions.aspx.

16  Kristen Purcell, Joanna Brenner, and Lee Rainie, “Search Engine Use 2012,” 
Pew Internet and American Life Project, March 9, 2012, http://www.pewinternet.
org/2012/03/09/search-engine-use-2012/.
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search engines is accurate and trustworthy.”17 And two-thirds believed that 
“search engines are a fair and unbiased source of information.”18 Google has 
actively cultivated this trust through its marketing and messaging, but it 
also uses other techniques to convince users to trust its results.

Google’s simple interface works to enhance the users’ trust in the 
search engine. (And this interface—a single search box on a sparse back-
ground—has been copied by nearly every other search engine, as well as by 
all library discovery systems and most library research databases.) Accord-
ing to Miriam Sweeney, “the simple, sparse design [of Google] works to ob-
scure the complexity of the interface, making the result appear purely scien-
ti"c and data-driven.”19 Noble emphasizes how that simple design “conveys, 
through its aesthetic, the idea that there’s nothing going on.”20 Journalist 
Stephen Levy wrote about how Marissa Mayer emphasized the importance 
of designing the tools to look like humans were not involved. She reported-
ly told a group of designers, “‘It looks like a human was involved in choos-
ing what went where. … Google products are machine-driven. !ey’re cre-
ated by machines. And that is what makes us powerful.’”21 !e irony is that 
she was saying this to a group of humans who were, in fact, designing the 
interface.

!is simple design also works to shape our interactions with the 
search engine, in ways that may make the results seem more relevant to our 
searches. Noble notes that the simpli"ed design forces users to simplify the 
way they think about the concept they are searching for in order to "t the 
design of the system.22 !at is, what we type does not re&ect the totality 

17  Purcell, Brenner, and Rainie.

18  Purcell, Brenner, and Rainie.

19  Miriam Sweeney, “Not just a pretty (inter)face: A critical analysis of Microsoft’s 
‘Ms. Dewey’” (PhD diss., University of Illinois at Urbana-Champaign, 2013), 78.

20  Noble and Roberts, “Engine Failure,” 94.

21  Lohr, Data-ism, 206–07.

22  Sa"ya Umoja Noble, “Google Search: Hyper-Visibility as a Means of Rendering Black 
Women and Girls Invisible,” InVisible Culture: An Electronic Journal for Visual Culture 
19 (October 29, 2013): https://ivc.lib.rochester.edu/google-search-hyper-visibility-as-
a-means-of-rendering-black-women-and-girls-invisible/; See also Noble, Algorithms of 
Oppression, 37–38.
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of how we think. But the simple design aesthetic of search engines extends 
beyond the search box onto the results screen. As early as 2008, S. Shyam 
Sundar worried about how interface design would a#ect a users’ ability to 
assess the credibility of results.23 In the same year, a study by the research-
ers Soo Young Rieh and Brian Hilligoss from the University of Michigan 
School of Information shows the degree of trust in Google was often due 
to its design features. One student explained “Google appears to be more 
credible because it does not have any of the other stu#.”24 !e other stu#, 
presumably, were other design elements that make an interface seem more 
cluttered or complex. !e simpli"ed design makes search results seem al-
most natural (which, ironically, are seen as the result of algorithmic work 
and not “human manipulation”). !e term for these kinds of search results 
is “organic search,” which uses the metaphor of natural, pure, unmanipu-
lated food to give an extra patina of trustworthiness to Google’s search re-
sults. Researchers Anna Jobin and Malte Ziewitz, challenging the “organic” 
metaphor, emphasize that “any search results page is a carefully construct-
ed product of design and use. !ere is nothing inherently ‘organic’ about a 
list of computationally generated links.”25

But there is still more than just marketing and the simple interface 
to our trust of Google. !e company actively reminds us that its tools are 
making choices and selections through algorithms, rather than through hu-
man curation or judgment. !e footer of Google News, for instance, until 
recently reminded us that the news articles were “selected by an algorithm,” 
a direct challenge to other major news sources who rely on human curation 
to choose the content on their home pages.

!e idea is that the computer is an objective observer of the news, 
rather than a biased editorializer. But as the legal scholar Danielle Citron 

23  S. Shyam Sundar, “!e MAIN Model: A Heuristic Approach to Understanding Tech-
nology E#ects on Credibility,” in Digital media, youth, and credibility, eds. Miriam J. 
Metzger and Andrew J. Flanagin (Cambridge, MA: MIT Press, 2008), 76.

24  Soo Young Rieh and Brian Hilligoss, “College Students Credibility Judgments in the 
Information-Seeking Process,” in Digital Media, Youth, and credibility, eds. Miriam J. 
Metzger and Andrew J. Flanagin (Cambridge, MA: MIT Press, 2008), 61.

25  Anna Jobin and Malte Ziewitz, “Organic Search: How Metaphors Help Cultivate the 
Web,” Alexander Von Humbolt Institut Für Internet und Gesellschaft, March 6, 2018, 
https://www.hiig.de/en/organic-search-metaphors-help-cultivate-web/.
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reminds us, “we trust algorithms because we think of them as objective, 
whereas the reality is that humans craft those algorithms and can embed in 
them all sorts of biases and perspectives.”26 !e Google News algorithm it-
self was written by people who had to made choices about what attributes 
of a news story are important enough to consider for inclusion on the Goo-
gle News homepage. !at itself is an editorializing decision, but because the 
human selection process is hidden behind a layer of computer code, it isn’t 
visible to the public. In addition, the news stories Google News is selecting 
from were written by humans and were chosen to appear on their respective 
news outlets’ websites by human editors.

Gillespie reminds us that search engines have many often competing 
priorities behind the processes that determine what results are retrieved and 
how they are ranked. !ey must “satisfy not just the user, but the aims of 
the provider, their understanding of relevance or newsworthiness or public 
import, and the particular demands of their business model.”27 !at Google 
is one of the highest valued companies in history is no accident—it serves 
up advertisements throughout its interface every time a search is run to the 
tune of nearly 4 billion a day.28 !is has led many to argue that Google is 
actually an advertising company, rather than an information company.29 
Google claims to be neither, instead insisting it is a “technology company,” 
a meaningless category that allows it and other companies to avoid regula-
tions that apply to existing business sectors.

One real issue at play here is where to point the "nger when incor-
rect or biased information is returned by Google. In early 2018, !e Guard-
ian reported that Google searches for abortion providers were suggesting 
“Pregnancy Crisis Centers,” which are in fact non-medical, anti-abortion 

26  Luke Dormehl, !e Formula: How Algorithms Solve All Our Problems—and Create 
More (New York: Penguin, 2014), 150.

27  Gillespie, “Can an Algorithm Be Wrong?”

28  Internet Live Stats, “Internet Live Stats.”

29  Zenyp Tufecki, “YouTube, the Great Radicalizer,” New York Times, March 10, 2018, 
https://www.nytimes.com/2018/03/10/opinion/sunday/youtube-politics-radical.html; 
O’Neil, Weapons of Math Destruction, 184; Noble, Algorithms of Oppression, 28.
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organizations that actively discourage abortions.30 Four years earlier, Goo-
gle had removed the ads for ‘Pregnancy Crisis Centers’ that were shown 
on searches related to abortion by accusing the centers of falsely claiming 
they o#ered medical services. Molly Duane, a sta# attorney with the Cen-
ter for Reproductive Rights, lamented “the internet should be a place where 
you can get full information, not where women are deliberately deceived 
about their options.”31 Here Duane betrayed her faith in Google’s role as a 
trustworthy gatekeeper by con&ating it with the entire internet. In anoth-
er case, the journalist Rachel Abrams wrote of the time-consuming chal-
lenge of trying to get Google to update its Knowledge Graph panel about 
Rachel Abrams, which claimed that she was dead (she was not).32 !e prob-
lem seemed to be a con&ation of two di#erent writers with a fairly common 
name: Rachel Abrams. Her incorrect information was "xed only after she 
noted that she was writing an article for the New York Times about the expe-
rience. Google never o#ered an explanation for the issue, but did o#er her a 
lot of advice for tricking their automated systems into correcting the infor-
mation. Even Google seems to trust its own algorithms more than the pos-
sibility of human intervention.

Despite all this, it is clear that the public sees algorithmic objectiv-
ity as a real phenomenon. In 2017, the communications marketing "rm 
Edelman ran a survey that found that 59 percent of respondents trusted 
the news they received from search engines, while only 41 percent trusted 
a human editor.33 !is is despite the fact that those news stories that show 
up in your web search are themselves hosted on the websites of the main-
stream media outlets. What this suggests is that people are more likely to 
trust a news article if they "nd them in Google than if they "nd the exact 

30  Sam Levin, “Google Search Results for Abortion Services Promote Anti-Abortion Cen-
ters,” !e Guardian, February 13, 2018, https://www.theguardian.com/world/2018/
feb/13/abortions-near-me-google-search-results-anti-pro-life-groups-promote.

31  Levin.

32  Rachel Abrams, “Google !inks I’m Dead. (I Know Otherwise.),” New York Times, 
December 16, 2017, https://www.nytimes.com/2017/12/16/business/google-thinks-
im-dead.html.

33  “2017 Edelman Trust Barometer—Global Results,” Slideshare.net, January 15, 2017, 
https://www.slideshare.net/EdelmanInsights/2017-edelman-trust-barometer-global-re-
sults-71035413.
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same article on the news outlet’s website. !e implication is that by appear-
ing in Google results, Google has somehow vetted the article to be more 
trustworthy, as if Google’s search algorithms themselves are becoming the 
arbiters of truth.

Certainly some of this pixie dust that Google adds to content to make 
it more trustworthy comes from the persistent marketing for search en-
gines (and Google’s products in particular) as objective tools that remove 
the pesky ine%ciencies and biases that humans introduce into the informa-
tion-seeking process. Before the adoption of search engines, to "nd infor-
mation on a topic you might turn to a set of print encyclopedias with ar-
ticles written by experts, or consult your local librarian, who would direct 
you to relevant sources.

But Google has upended this, making it as easy as reaching in your 
pocket to answer questions from the quotidian to the complex. Library Sci-
ence literature is littered with feverish attempts to convince public library 
patrons, undergraduates, grad students, and faculty members alike to come 
to the library to do research rather than starting with Google. In the past 
decade, the nearly ubiquitous adoption of discovery services (which are of-
ten compared favorably to Google by their creators) has been a new ap-
proach for libraries. Rather than insisting on the expertise of the profession 
and recommending the discipline-speci"c resources that have been created 
and re"ned by experts over decades, we instead created a virtual honeypot, 
our own Google-like interface to make our users feel at home in the aca-
demic search environment.

!e faith in the inherent objectivity of search algorithms (and social 
media algorithms) was evident in the run up to the Fall 2018 midterm elec-
tions in the United States. Wary of their forecasted poor showing in the 
election, and facing the possibility of losing control of the House, President 
Donald Trump and the Republican Party accused Google of deliberate-
ly biasing its search algorithms against conservative voices.34 Much of this 
played out against the backdrop of many technology companies banning 
the right-wing ideologue Alex Jones and his Infowars.com website from 
their platforms, including Google, Facebook, Apple, and, reluctantly weeks 
later, Twitter. In 2014 a similar situation happened at Facebook when for-
mer employees accused the humans that chose the “Trending Topics” for 

34  Wakabayashi and Kang, “It’s Google’s Turn in Washington’s Glare.”



42

Masked by Trust Reidsma

the site of suppressing conservative voices. Notice that no one accused the 
algorithms themselves of being biased; rather, they accused the companies 
of deliberately biasing the algorithms against conservative viewpoints, or of 
humans interfering in the workings of the algorithms. In both cases, writes 
journalist Jack Nicas in the New York Times, “the companies have tried to 
de&ect that criticism by letting algorithms take control.”35 !e implication, 
of course, is that left to their own devices algorithms would not be biased 
against right or left. !ey would be neutral.

Ranking and Objectivity

Scholars have shown that this inherent trust isn’t reserved simply for Goo-
gle in particular—it is built into the very way that search works, and in par-
ticular, the idea of ranking. Google’s search results list, which “ranks” pages 
from the most “relevant” on down, has become the norm for search en-
gines. Bing, Yahoo!, DuckDuckGo, as well as library search tools like Pri-
mo, Summon, WorldCat Discovery, EDS, and nearly every OPAC on the 
market now rank search results in a hierarchical list based on “relevance.” 
!is isn’t to claim that Google invented the hierarchical ranking of search 
results—it merely normalized it.36

We saw that search engines are implicitly trusted, and this trust is 
despite the fact that none of them will tell you why it chose any of your 

35  Jack Nicas, “Apple’s Radical Approach to News: Humans Over Machines,” New York 
Times, October 25, 2018, https://www.nytimes.com/2018/10/25/technology/ap-
ple-news-humans-algorithms.html.

36  Search results haven’t always been ranked by “relevance” (something we will examine 
in more detail in Chapter 3). As recently as 2008, some library OPACs listed results 
in system or acquisitions order. Singapore Librarian and blogger Aaron Tay noted that 
“I remember explaining to a colleague in 2007 that traditionally Boolean searches did 
not rank results by relevancy as in theory all results can be considered equally relevant 
as they meet the search criteria but she didn’t believe me.” Aaron Tay, “How Is Google 
Di#erent From Traditional Library OPACs & Databases?,” May 8, 2012, http://
musingsaboutlibrarianship.blogspot.com/2012/05/how-is-google-di#erent-from.html. 
Even today, most search engines use some variant of “relevant” as the default ranking. 
Hipmunk.com, the travel site, ranks its &ight results by “Agony,” least to greatest. “Ag-
ony” here is merely a way of encoding assumptions about the relevancy of results—that 
&ights with the shortest total time and the fewest layovers are more relevant to users.
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reinforcing the western cultural stereotypes of “starving africans.” !ere is 
much more to famines than starvation. !e western bias of the Topic Ex-
plorer limits what users will learn about broad topics that they may be in-
terested in, and shapes their understanding based on assumptions and ste-
reotypes rather than facts. !is is the opposite of what the Topic Explorer 
was supposed to do.

!ese kinds of careless associations are common with the Topic Ex-
plorer, yet tend to a#ect racial and gender groups that are not white and 
male. A search for “women in prison,” shown in Figure 5.29, returns a 

Figure 5.27 Summon search for “history.”

Figure 5.28 Summon search for “food desert.”
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Topic Explorer result about “women in prison "lms,” an exploitation genre 
of "lm that has very little to do with actual women in actual prisons. And 
just to be sure you see the connection, a related topic on this same search is 
“sex in "lm,” despite sharing only a single two-letter word with the original 
search. (As noted earlier, searching for “women in "lm” or “sex in "lm” will 
also get you this result.)

!e Topic Explorer results for searches around alcohol and alcohol-
ism show a strange form of content bias. A search for “alcohol consump-
tion” shows the Credo entry for “alcohol,” which is e#ectively a paragraph 
on alcohol in prisons: “Prisoners are not allowed to drink,” it begins (Figure 
5.30). Why immediately tie alcohol consumption to prisoners, when it is a 
topic that a#ects the whole population? And why is there a di#erent Credo 

Figure 5.29 Summon search for “women in prison.”

Figure 5.30 Summon search for “alcohol consumption.”
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entry entitled “alcohol” for a basic search on the term alcohol, as seen in 
Figure 5.31? How are these identically named entries chosen? A search for 
alcoholism also shows a Credo entry for alcoholism, which begins “!e his-
tory of women’s relationship with alcohol constitutes a profound commen-
tary on U.S. cultural attitudes about gender and power” (Figure 5.32). Why 
tie in a general search about alcoholism with a speci"c gender? !e search 
wasn’t about women alcoholics, it was about alcoholism in general, and 
showing an entry that talks almost exclusively about women implies that 
women are or are more likely to be alcoholics.

Figure 5.31 Summon search for “alcohol.”

Figure 5.32 Summon search for “alcoholism.”
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!e Topic Explorer and EDS’s Research Starters were created with 
the intention of creating a perfect algorithm, one that returned only a sin-
gle result that was guaranteed to match the users search intentions. As I 
have shown here, that is not always the case. Yet little has been written 
about the hubris of this kind of engineering project. Beer describes the en-
gineering goals behind projects like the Topic Explorer and Research Start-
ers, saying that “the search for truth becomes con&ated with the perfect al-
gorithms’ design—which is to say the search for an algorithm that is seen 
to make the perfect material intervention.”23 But that is not what these al-
gorithms do. Often, as we have seen, they serve up misleading, incorrect, or 
biased information. As Sta#ord Beer famously said, “the purpose of a sys-
tem is what it does.”24 While library discovery systems do show useful, ac-
curate results in many cases, we cannot keep pretending that this is all they 
do. It does not matter if the engineering teams did not intend for these bi-
ased results to appear—at times this is what library discovery systems do. 
For now, Primo and WorldCat Discovery seem to be largely immune from 
these kinds of one-result bias issues, because they do not use many addi-
tional algorithms in their systems. Although this may not last long. Accord-
ing to Ex Libris and ProQuest, as reported by librarian Aaron Tay, “Primo 
will get [some features] from Summon including ‘Topic exploration’ and 
‘synonym match’.”25

For this study, I have reviewed over 20,000 Summon searches, thou-
sands of searches in EBSCO’s EDS, and hundreds of searches in Primo and 
OCLC’s WorldCat Discovery. !is chapter has just been a small sample 
of the issues that I found within these tools. Ex Libris’ response to report-
ing issues has been typical of library vendors over my career. !ey either 
block the result (without investigating the underlying issues in the algo-
rithm) or they choose to do nothing. Primo, sharing the corporate outlook 
of the Summon team, also blocks problematic autosuggest results. During 
my research, only EBSCO’s team seemed interested in internally auditing 
their search algorithms for bias and working to expose the assumptions and 

23  Beer, “!e Social Power of Algorithms,” 8.

24  Sta#ord Beer, “What is Cybernetics?,” Kybernetes, 31, no. 2 (2002), 217.

25  Aaron Tay, “Primo and Summon—Same but Di#erent?,” Musings About Librarianship 
(blog), February 29, 2016, http://musingsaboutlibrarianship.blogspot.com/2016/02/
primo-and-summon-same-but-di#erent-i.html.
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issues in the algorithm’s design that led to the issues. If libraries are going to 
truly help our users and patrons, we’ll need to do more than hope our ven-
dors will take moral leadership of their product’s design and upkeep. In the 
last section of this study, I’ll outline some things we can do as a profession 
to make these tools better for users, including undermining our own claims 
of objectivity and neutrality.



Chapter 6 Moving Forward

In his book about living in an o#-grid cabin in rural North Carolina, the 
writer William Powers distinguishes between two types of problems: con-
vergent and divergent. Convergent problems are those that have clear an-
swers, “like engineering problems or jigsaw puzzles.”1 Divergent problems 
are those that a#ord many approaches and many solutions. Engineers, as 
Powers notes, prefer convergent problems, and tend to treat all of the issues 
they face as convergent. Powers sees the irony in this, noting “perhaps a lot 
of the modern dilemma is that we try to solve divergent problems with con-
vergent logic.”2 !is study of library discovery algorithms so far has large-
ly been an examination of what happens when divergent problems are ap-
proached by engineers as convergent ones. !e unexpected, biased results 
that appear in seemingly objective search tools are the result of treating ev-
erything like a math problem, assigning numerical values to unquanti"-
able things, of accepting measurable proxies for slippery concepts and ideas.

In this "nal chapter, I have some suggestions for addressing these is-
sues in our software, aimed at libraries that license software and the teams 
that build it. Some of these approaches will at "rst sound like engineering 
"xes, as if all you need to do to eliminate bias in library discovery is run 
down the checklist and make sure everything is marked o#. But that ap-
proach is naïve. !e most important step is to recognize that the problems 

1  William Powers, Twelve by Twelve: A One-Room Cabin O$ the Grid and Beyond the 
American Dream (New York: New World Library, 2010), 241.

2  Powers, 241.
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with algorithms are not only in the code or the steps of each algorithm; they 
are not in engineering teams, or the engineering education that leaves out 
ethical reasoning; they are not in the problematic metadata or the content; 
they are not even in the business models of the companies that make the 
algorithms. Rather, the problems can be found only by examining the em-
bedded, historical context in which business practices, engineering educa-
tion and the lack of diversity, systemic racism and sexism embedded in in-
formation classi"cation systems, designs based on prejudiced stereotypes, 
and a culture that glori"es e%ciency above all else. We should not be sur-
prised that our algorithms, created by us and trained on the very inputs and 
outputs that shape our own biases and prejudices, spit out hate and bias. 
!e question that remains is how can we move forward?

!e short answer is that we can’t just "x one aspect of the system, for 
each part depends upon the others. We will not eliminate systemic racism 
in our search engines while it &ourishes elsewhere. We will not see gender 
equality in our search tools while women and transgender people are sys-
tematically made to feel inferior. We cannot hope for equality and equal 
treatment while the world is such an unequal place. We cannot have an on-
line culture that is so divergent from the o'ine world. We have to address 
them all at once, and below I will suggest ways in which libraries can con-
tribute to this healing, speci"cally addressing library discovery systems.

Recognize the Limitations of Algorithms

As we have seen throughout this book, algorithms work on data that can be 
enumerated. If it isn’t countable, it isn’t calculable. If algorithmic designers 
want to use data that isn’t easily quanti"able in their algorithm, they need 
to either "nd a way to assign numeric values to the data or "nd a proxy set 
of data that could stand in for the data they are hoping to measure. O’Neil 
showed how credit rating is perhaps one of the most widely used proxies, 
where your "nancial ranking is used to stand in for your trustworthiness as 
a tenant or your suitability as an employee.3 But these proxies don’t measure 
what they claim to measure, and often give inaccurate or misleading results.

3  O’Neil, Weapons of Math Destruction, 8.
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Proxies aren’t always bad. When GVSU moved into our new Mary 
Idema Pew Library Learning and Information Commons in 2013, admin-
istration wanted to know which &oor was the busiest, and explored install-
ing sensors or sending students out to do exact counts of people at 15 minute 
increments. Since the need for exact numbers wasn’t important, I suggested 
instead that we just record the readings on the water bottle re"ll station dis-
plays, which tallied “number of water bottles saved.” !e &oor with the great-
est water station use would probably correlate to the busiest &oor. (!e third 
&oor, which has the quiet reading room, was the landslide winner of the bus-
iest &oor.) !is proxy worked for us because we didn’t need an exact mea-
surement of how many people were using each &oor and because the stakes 
were very low. We weren’t using the data to allocate funds or resources to 
each &oor—we mostly wondered how the spaces we had designed were be-
ing used. Later, we also used other proxies to better measure usage, including 
lab computer usage and head counts. (!e third &oor still came out on top.)

But even these proxies can’t tell us for sure that the third &oor is the 
busiest &oor. !e third &oor could just be full of very thirsty people. In fact, 
the third &oor is home to our technical services sta#, who mostly work at 
their desks all day. !e second and fourth &oors are home to the liaison li-
brarians and administration, respectively, who take more meetings, espe-
cially outside of the library, than the third &oor sta#. !e water bottle num-
bers could have been skewed by over a dozen sta# who are mostly at their 
desks re"lling their water bottles all day, while the other sta# were in oth-
er buildings, using other water bottle re"ll stations. !at was one reason we 
correlated the data with other proxies and with actual head counts.

!e point is, using proxy data will not make an accurate algorithm. 
But even using directly measurable data might not make your algorithm 
perfect. Many of the factors we want to measure, such as relevance, are not 
easily quanti"able. And because the creators of the algorithms have their 
own values and biases, unexpected results are practically inevitable. (!e 
irony is that both Microsoft and Facebook, who each have abysmal track 
records on algorithmic bias, are creating algorithms to root out algorithmic 
bias, as we saw in Chapter 4.4 Do we trust that the biased developers who 

4  Wiggers, “Microsoft Is Developing a Tool to Help Engineers Catch Bias in Algo-
rithms;” Gershgorn, “Facebook Says It Has a Tool to Detect Bias in Its Arti"cial 
Intelligence.”
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created biased algorithms will be able to create unbiased algorithms to de-
tect their own bias?)

!e best way we can approach these issues is to retract some of the 
faith we have in algorithms. !e trust that we have blindly handed them 
is not deserved. One of the reasons that there are fewer instances of biased 
Primo and WorldCat Discovery searches in Chapter 5 is that these systems 
do not have the overcon"dence to create algorithms that show only a single 
result, like Summon’s Topic Explorer or EDS’s Research Starters. !ey still 
have problems, but the vast majority of the issues I have uncovered involve 
the hubris of trusting an algorithmic system to determine, based on very 
few hastily-typed keywords, what a person wants or needs. If you are de-
signing or licensing a third-party search tool, avoiding or turning o# these 
features will go a long way in avoiding biased results for library users.

Stop Focusing on Tools

In their 1999 book, Information Ecologies: Using Technology With Heart, 
MIT researchers Bonnie Nardi and Vicki O’Day point out that we engage 
with the world largely through metaphor. By using metaphors, we high-
light certain aspects of the new experience or thing that is like another ex-
perience or thing we already know. But we also cut o# ourselves from the 
aspects that are di#erent from the metaphor. We think frog legs taste like 
chicken, even though they might taste very much like something else. And 
we understand arguments as wars, although we could also understand them 
as diplomacy.

For Nardi and O’Day, the most common metaphor for technology 
is as a tool.5 We think of technologies as things that have a separate exis-
tence outside of the people that create them and use them, and that struc-
tures how we design them. Because we see technologies strictly as tools, we 
ignore the social and moral elements of designing them, since by necessity 
technologies are only useful when used. While the tool metaphor is great 
for helping us understand some aspects of technology (the functional as-
pects, in particular) by limiting our view of technology to that of a mere 

5  Bonnie A. Nardi, Vicki L. O’Day, Information Ecologies: Using Technology With Heart 
(Cambridge, MA: MIT Press, 1999), 27–28.
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tool, we cut ourselves o# from the embeddedness of the technological cre-
ations we make. It becomes much harder to understand how a program-
ming language, the upbringing and demographics of an engineering team, 
the workplace culture of a software company, the current political and cul-
tural climate of users, and the actual life experiences of people who will use 
the technology intersect in the creation and use of any given technology.

We see this a lot in libraries. Erin White, the Head of Digital En-
gagement at Virginia Commonwealth University Libraries, has a slide in 
her 2012 talk, “Data-Driven Design Decisions for Discovery Interfaces,” 
shown in Figure 6.1, that highlights how the focus in libraries on tools 
isn’t limited to technology-focused librarians.6 Rather, the very structures 
of our organizations are siloed to intersect with the particular functional 

6  Erin White, “Data-Driven Design Decisions for Discovery Interfaces,” LITA Forum 
2012, Columbus, OH, October 6, 2012, https://scholarscompass.vcu.edu/cgi/viewcon-
tent.cgi?article=1006&context=libraries_present.

Figure 6.1 Erin White’s slide showing library search tools that mirror functional silos.
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tool-based work&ows we "nd important. “Our silos are showing,” she quips 
below a collection of screenshots of library search tools, all broken down by 
functional silo: monographs, serials, and electronic resources.

Nardi and O’Day recommend a more useful metaphor for under-
standing technology: an information ecology. An information ecology is 
a “system of people, practices, values, and technologies in a particular lo-
cal environment”.7 !e ecology metaphor does a much better job of tying 
together all the di#erent aspects of the world that come together to in&u-
ence the creation and use of technology than the tool metaphor. A hospital 
intensive care unit is a great example of an information ecology. “It has an 
impressive collection of people and technologies, all focused on the activity 
of treating critically ill patients.”8 A library is also an information ecology.

Nardi and O’Day use a library as an example of an information ecol-
ogy, arguing that librarians are a “keystone species,” a population whose 
survival is essential to a healthy ecosystem.9 In a library, you have librar-
ians, users, databases, books, indices, newspapers, micro"lm, computers, 
professional values, a culture of learning, and co#ee, all interacting in a big, 
messy way.

!e thing about the ecology metaphor is that it highlights the inter-
connectedness of all of these di#erent things coming together in one place. 
It emphasizes the co-evolution of technology and people. Its about people 
and tools together.

Perhaps the most useful reason for dropping the tool metaphor is that 
tools require convergent thinking. You cannot create a tool with divergent 
thinking, where many possibilities exist. !at’s why you don’t see tools that 
have wildly di#erent shapes. You might "nd a selection of two dozen ham-
mers in the hardware store, and each may have some slight innovation or 
di#erence that gives it an edge over its competitors, but they will all basi-
cally look like a hammer. Engineers have settled on the most e%cient, basic 
form of a tool for pounding nails into boards, and it looks like a hammer. 
And that is what convergent thinking is great for. !is is also why nearly ev-
ery search tool looks remarkably like Google, because the focus on search as 

7  Nardi and O’Day, Information Ecologies, 49.

8  Nardi and O’Day, 49.

9  Nardi and O’Day, 79–81.
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a “tool” keeps the focus on the existing work&ows and processes that have 
characterized other search tools. But we don’t do a very good job of think-
ing about the interconnectedness of all of our systems when we get stuck in 
task-based, convergent thinking.

Rather, by switching our focus to seeing our technological systems 
as ecologies, and thus using divergent thinking to address the design and 
engineering of these systems, we can move beyond the limitations of tool-
based thinking and design systems that are made to be used by diverse peo-
ple who are embedded within particular social, cultural, and historical con-
texts. Even when we design tools and conduct usability tests to see how 
users interact with them, the focus is always on the tool itself: Is it intuitive? 
Is the wording clear? Can we reduce friction? !e focus on the usability of 
the tool further divorces the tool from the users’ and the creators’ worlds, 
and assumes that the tool is a stand-alone artifact that isn’t shaped by the 
worldviews, beliefs, and values of its creators or interpreted, changed, and 
shaped by those who use it. No technology exists in a vacuum, but the cur-
rent focus on tools, and the corollary focus on “usability” being all about 
the tool, leads us to design and build tools that are for use in vacuums.

Ethnography

Currently, the move in libraries to focusing on user experience has made 
many improvements for our users, as designers and engineers focus more on 
the experience of using their tools. But often this focus on “the user” is less 
about the actual people using the tools and more about the assumptions of 
the engineering team. Many of the user experience articles that are current-
ly &ooding library publications are about teams trying to con"rm hypoth-
eses or assumptions, rather than truly trying to learn how their users work 
and how to help them do research. And this isn’t limited to libraries. Wach-
ter-Boettcher writes about Fatima, a designer who formerly worked for a 
major technology company and who witnessed a failed smartwatch design 
for women that was based not on actual user research. “It wasn’t based on 
needs,” she said, “it was based on stereotypes.”10 Wachter-Boettcher goes on 
to examine the main assumption behind many “user experience” projects: 

10  Wachter-Boettcher, Technically Wrong, 15.



154

Masked by Trust Reidsma

that there is such a thing as an “average user.”11 !e idea is that a signi"cant 
percentage of users will use your product in the same way. !at is, regard-
less of the time of day, their stage of life, whether they are tired or angry or 
hungry or scared, they will interact with your tool or service in exactly the 
same way. Eric Meyer and Wachter-Boettcher examined this same issue, 
noting that designers rarely “look beyond that ideal persona, in that ideal 
circumstance, and ask, ‘how will someone in another context perceive this?’ 
… We work from an imagined ideal, both in terms of the user and the user 
experience.”12 A cursory examination of your own experience using tech-
nology over the past 24 hours will probably give the lie to this assumption. 
As Mailchimp content strategist Katie Keifer Lee said, “our readers and cus-
tomers are people. !ey could be in an emergency and they still have to use 
the internet.”13 Just because we work “only in libraries” doesn’t mean that 
our users will not come to us in moments of crisis. I know of patrons who 
have used library chat services when they are feeling suicidal, and countless 
youth who are struggling with identity and gender feelings that come to the 
library to help make sense of their lives. But, at other times, they may come 
for a leisure read. As Whitman famously wrote, “very well, then, I contra-
dict myself; (I am large—I contain multitudes.)”14 !e idea of an “average” 
user isn’t sustainable, or helpful.

What’s more, much of this “user research” is not designed to solve ac-
tual user problems, but to con&ate business strategies with user needs. Rog-
er McNamee, a venture capitalist, pointed out that “Facebook and Google 
assert with merit that they are giving users what they want. !e same can 
be said about tobacco companies and drug dealers.”15 !e problem is that 

11  Wachter-Boettcher, 38.

12  Eric Meyer and Sara Wachter-Boettcher, Design for Real Life (New York: A Book 
Apart, 2016), 9.

13  Wachter-Boettcher, Technically Wrong, 90.

14  Walt Whitman, “Leaves of Grass,” Bartleby.com, accessed February 21, 2019,  
https://www.bartleby.com/142/14.html.

15  Paul Lewis, “‘Our Minds Can Be Hijacked’: !e Tech Insiders Who Fear a Smart-
phone Dystopia,” !e Guardian, October 6, 2017, https://www.theguardian.com/
technology/2017/oct/05/smartphone-addiction-silicon-valley-dystopia.
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often what the users want doesn’t align with what bene"ts the company 
most. Tristan Harris, a former ethicist at Google, notes that

People in tech will say, “You told me, when I asked you what you 
wanted, that you wanted to go to the gym. !at’s what you said. But 
then I handed you a box of doughnuts and you went for the dough-
nuts, so that must be what you really wanted.” !e Facebook folks, 
that’s literally what they think. We o#er people this other stu#, but 
then they always go for the outrage, or the autoplaying video, and 
that must be people’s most true preference.16

We see this time and again in user experience work, where the idea of ex-
perience or needs or wants, something that is not even remotely quanti-
"able, is replaced by easily enumerated proxies, like page views or clicks. 
Donna Lanclos and Andrew Asher, anthropologists who work in librar-
ies, write that “the overarching perception around assessment in libraries is 
that quantitative work gives e#ective (occasionally easy) benchmarks, and 
is generally a way to measure success and satisfaction.”17 Harris points out 
that design teams often interpret these data trails as the true desires of the 
users, when they really have none of the actual context of someone’s life to 
make sense of the real reasons behind any of this behavioral data. He em-
phasizes the disconnect between wants and needs on the one hand, and be-
haviors on the other: “I think the [tra%c] metrics have created this whole il-
lusion that what people are doing is what people want, when it’s really just 
what works in the moment, in that situation.”18

User Experience research done in libraries and by library software 
vendors often focuses on testing existing software to see if it is usable by 
users, rather than doing ethnographic research into the actual needs of 
a user community. (Lanclos and Asher refer to this kind of research as 

16  Ezra Klein, “How Technology Is Designed to Bring Out the Worst in Us,” Vox, Feb-
ruary 19, 2018, https://www.vox.com/technology/2018/2/19/17020310/tristan-harris-
facebook-twitter-humane-tech-time.

17  Donna Lanclos and Andrew Asher, “‘Ethnographish’: !e State of the Ethnography in 
Libraries,” Weave Journal of Library User Experience 1, no. 5 (October 2016),  
http://dx.doi.org/10.3998/weave.12535642.0001.503.

18  Klein, “How Technology Is Designed to Bring Out the Worst in Us.”
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“ethnographish,” rather than ethnographic.19) By ignoring these long-term 
ethnography projects, libraries and software vendors are missing a key com-
ponent to designing tools and services for actual people. As designer Eri-
ca Hall reminds us, “design happens in context. And research is simply un-
derstanding that context.”20 It is essential for us to work to understand the 
human lives and needs and wants of our users before we begin creating ser-
vices and tools, so that we have a better understanding of our audience and 
we don’t end up designing for stereotypes or assumptions.

But the research we conduct to evaluate our existing tools is just as 
important, and must go farther than just checking to see if the buttons are 
big enough or if our users are confused by a label. As the Dutch researchers 
Engin Bozdag and Ibo van de Poel argue,

information technology is a constitutive technology, so that it shapes 
our discourses, practices and institutions and experiences in import-
ant ways … technological artifacts and systems function much like 
laws, by constraining behavior and serving as frameworks for pub-
lic order.”21

By creating and purchasing software tools, we are shaping the behavior and 
possibilities of our users, and those kinds of choices by necessity have mor-
al implications. !e philosopher of technology, Peter-Paul Verbeek, argues 
that “artifacts are morally charged; they mediate moral decisions, shape 
moral subjects, and play an important role in moral agency.”22 Verbeek fur-
ther argues that you cannot separate out the human users and the tech-
nological artifact. “Humans are technological beings, just as technologies 
are social entities.”23 Technologies, in their very use, change the context in 

19  Lanclos and Asher, “‘Ethnographish’.”

20  Hall, Just Enough Research, 22.

21  Engin Bozdag and Ibo van de Poel, “Designing for Diversity in Online News Rec-
ommenders,” 2013 Proceedings of PICMET ’13: Technology Management for Emerging 
Technolgies, (2013): 1102.

22  Peter-Paul Verbeek, Moralizing Technology: Understanding and Designing the Morality 
of !ings (Chicago: University of Chicago Press, 2011), 21.

23  Verbeek, Moralizing Technology, 4.
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which they function. We must focus not merely on the tool, as we often do 
now, and not merely on the user, but on “mediation,”24 as Verbeek puts it, 
“the point where the artifact and human subjectivity come together to cre-
ate e#ects that cannot be located in either the artifact or the subject tak-
en alone.”25

By digging deep into the lived experience of our users and re&ecting 
on what we learn when building and licensing tools, we will be more aware 
of the subtle (and at times, not so subtle) biases that plague our library sys-
tems, tools, and services. As Lanclos and Asher propose, libraries need to 
engage more in ethnographic practices, but with an eye toward understand-
ing, not quantifying. “Ethnography should not be engaged in simply as a 
method that gives us more buckets of data to be sorted, visualized, and put 
into a report. Ethnography should be core to the business of the library.”26

Design

In the past few years, the ethical implications of Big Tech’s design methods 
have been front and center: Social media’s role in the misinformation cam-
paign during the 2016 US elections; Facebook’s questionable data practic-
es, exposed by enormous breeches and suspect business arrangements; tech-
nology companies’ policies that violated federal laws and turned racist and 
anti-semitic views into a marketing strategy; Google’s true business mod-
el, marketing data about all of its users to enrich its shareholders; and the 
race to put self-driving cars on the road, which has led to the death of a pe-
destrian in Arizona.

One reason for these revelations is that these companies approach ev-
ery aspect of their work like an engineering problem. Facebook is notori-
ous for this, according to Wachter-Boettcher, having “a long track record 
of treating ethical failures like bugs to be "xed … every failure gets treated 
like an isolated incident, rather than part of a systemic pattern that needs 

24  Verbeek, 7–8.

25  Sacasas, “!e Ethics of Technological Mediation.”

26  Lanclos and Asher, “‘Ethnographish’.”
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systemic action.”27 Rather than ask how its workplace culture or its infa-
mous motto, “move fast and break things,” might be contributing to these 
ethical failures, Facebook reacts to each new crisis as if it were the "rst, 
tossing out weak patches to give the appearance of due diligence. But this 
kind of focus on individual decisions doesn’t leave room for a wholesale 
ethical framework when creating services and tools. For instance, in 2016 
Fast Company reported that Mercedes Benz’ self-driving car algorithms 
were programmed to always save the car’s driver and the passengers in a 
crash situation.28 !is caused some outrage, but would it have been better 
for the designers to instead always choose to save the occupants of anoth-
er car or pedestrians? Who would buy that car? Rather, the problem is in 
how this entire scenario was approached, as if an ethical decision like this 
can be made without context, in one sweeping action that will apply to ev-
ery situation.

!ese ethical problems are approached with the same set of tools that 
engineers and designers use to choose palette colors or design circuits for 
everyday objects. Broussard points out that these everyday objects often fail 
to live up to the promises made by those who have designed them. “!e lit-
tle things like elevators and automatic faucets matter because they are in-
dicators of the functioning of a larger system. Unless the little things work, 
it’s naive to assume the bigger issues will magically work.”29 O’Neil points 
out that in designing systems “we’re often faced with a choice between fair-
ness and e%cacy.”30 Our judicial system tends to favor fairness, “so the sys-
tem sacri"ces enormous e%ciencies for the promise of fairness.”31 Engineer-
ing culture , on the other hand, favors e%ciency. E%ciency can be easily 
measured, but “fairness is squishy and hard to quantify. It is a concept … 

27  Wachter-Boettcher, “Facebook Treats Its Ethical Failures Like Software Bugs, and 
!at’s Why !ey Keep Happening.”

28  Charlie Sorrel, “Self-Driving Mercedes Will Be Programmed To Sacri"ce Pedestrians 
To Save !e Driver,” Fast Company, October 13, 2016, https://www.fastcompany.
com/3064539/self-driving-mercedes-will-be-programmed-to-sacri"ce-pedestrians-to-
save-the-driver.

29  Broussard, Arti"cial Unintelligence, 157.

30  O’Neil, Weapons of Math Destruction, 95.

31  O’Neil, 95.
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So fairness isn’t calculated into [algorithms]. And the result is massive, in-
dustrial production of unfairness.”32 To remedy this, she argues, sometimes 
companies will need to put fairness ahead of e%ciency (and pro"t) by build-
ing explicit values right into their algorithmic systems.33

Designers have also exploited our psychological vulnerabilities in 
their technological designs. One simple example is the little red noti"ca-
tion badge on apps that was developed by engineer Chris Marcellino at Ap-
ple. !ese badges show the number of unread messages or emails or noti-
"cations, and are red because eye tracking studies have shown that people 
will focus more quickly on warm colors like reds. What’s more, these noti-
"cations were designed explicitly to get users to interact more with the apps 
and devices. Says Marcellino, “it is not inherently evil to bring people back 
to your product. It’s capitalism.”34

In the library software world, these tricks are found in the deceitful 
ways that the vendors win our trust. Arguing that their results are objec-
tive and up-to-date while designing algorithms that show out-of-date Wiki-
pedia entries for common searches while claiming in their documentation 
to be updating records regularly. Playing o# librarian anxieties about “rel-
evance” and “objectivity” to sell annual licenses to discovery systems that 
prioritize content from the same vendor’s subscription databases. So how do 
we move beyond these unethical design practices?

Designer and author Stephen P. Anderson reminds us that “all design 
in&uences behavior, even if we’re not intentional about the desired behav-
iors.”35 Keeping this simple fact in mind when we are designing services and 
tools is a "rst step—each choice we make will in&uence how someone else 
will behave, often in a context very di#erent from our own. Library soft-
ware developer Bess Sadler and Director of the MIT Libraries Chris Bourg 
suggest approaching the design processes from a place of advocacy, which 
“asks how we can design systems that improve users’ lives without imposing 

32  O’Neil, 95.

33  O’Neil, 204.

34  Lewis, “‘Our Minds Can Be Hijacked’.”
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http://uxmag.com/articles/towards-an-ethics-of-persuasion.



160

Masked by Trust Reidsma

the designer’s view of what might constitute an improvement.”36 !is, of 
course, requires us to be engaged in ethnography, to understand the lives 
and needs of our users. But it also helps us re&ect on our own biases as de-
signers. Broussard recommends that we “assume discrimination is the de-
fault, then we can design systems that work toward notions of equality.”37 
And Wachter-Boettcher recommends that designers move away from their 
&awed notions of the “average user” and “edge case,” to begin focusing on 
the context our users "nd themselves in, especially when that context "nds 
users in a stressful situation. “When designers call someone an edge case, 
they imply that they’re not important enough to care about—that they’re 
outside the bounds of concern. In contrast, a stress case shows designers 
how strong their work is—and where it breaks down.”38

Bozdag and van de Poel recommend Value Sensitive Design (VSD), 
which “is an approach that aims to integrate values and ethical importance 
in a principled and comprehensive manner into the design of information 
technology.”39 Practitioners of VSD make the values and ethical stances 
they hope their products will embody explicit during the design process, 
just like other design and technical requirements. !ey then target those 
ethical goals in the same manner they target design and engineering goals. 
Eubanks, recognizing that it is easier for individuals to change their ap-
proach than for entire teams to shift to a new way of working together, cre-
ated an “Oath of Non-Harm for an Age of Big Data.”40 Although targeted 
at data scientists, many of the precepts help designers and engineers incor-
porate ethical inquiry into their daily work, such as:

 ∙ I will remember that technologies I design are not aimed at data points, 
probabilities, or patterns, but at human beings.

 ∙ I will not use my technical knowledge to compound the disadvantag-
es created by historic patterns of racism, classism, able-ism, sexism, 

36  Sadler and Bourg, “Feminism and the Future of Library Discovery.”

37  Broussard, Arti"cial Unintelligence, 150.

38  Wachter-Boettcher, Technically Wrong, 40.

39  Bozdag and van de Poel, “Designing for Diversity in Online News Recommenders,” 1103.
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homophobia, xenophobia, transphobia, religious intolerance, and other 
forms of oppression.

 ∙ I will design with history in mind. To ignore a four-century-long pat-
tern or punishing the poor is to be complicit in the ‘unintended’ but ter-
ribly predictable consequences that arise when equity and good inten-
tions are assumed as initial conditions.41

Infrastructure and Staffing

One other drawback to the focus on technology as a tool rather than as an 
ecology is that it is easy to assume that isolated tools are inherently neu-
tral, and any moral or ethical issues that arise with tool use are due to how 
the technology is used by people. But Langdon Winner, the !omas Phel-
an Chair of Humanities and Social Sciences at Rensselaer Polytechnic In-
stitute, has shown that technologies always re&ect the human values that lie 
behind their design and creation. For instance, nuclear power plants re&ect 
the values of centralized control over energy production, while solar pow-
er is re&ective of a decentralized, communal approach to producing ener-
gy.42 Far from being “neutral” tools for energy production, nuclear and solar 
are re&ective of the competing values of their creators and proponents. No-
ble, talking about Winner’s work, notes that “the more we can make trans-
parent the political dimensions of technology, the more we might be able 
to intervene in the spaces where algorithms are becoming a substitute for 
public policy debates over resource distribution.”43 Engineers and design-
ers, as well as librarians who use these tools and have a say in the licensing 
and purchase of software, need to work to make these values more explic-
it. Often the people who designed and built a tool haven’t thought careful-
ly about the values that shaped their work. !ey often intended to embed 

41  Eubanks, 212–13.
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altruistic values into their work, while their own unexamined assumptions 
take the work in a di#erent direction.

For instance, the engineers at Summon no doubt wanted to embed 
the values of independence and curiosity into their Topic Explorer algo-
rithm, showing novice searchers contextual information to help them better 
understand their topic. Instead, through infrastructure decisions involving 
where data lives and how it is indexed, they have created a tool for poten-
tially showing out-of-date information laced with racial, gender, and oth-
er biases. While not all of the ethical problems inherent in Summon’s Top-
ic Explorer would be solved by better infrastructure choices, many would be 
improved. Coupled with these infrastructure choices is the lack of under-
standing of the tool that is being built. Conger and Metz share the story of 
Jack Poulson, a former engineer at Google. “Most people don’t know the ho-
listic scope of what they’re building. You don’t have knowledge of where it’s 
going unless you’re su%ciently senior.”44 Often engineers and designers are 
working on a small fraction of a system or even feature, and are unable to 
fully see how the work they do will integrate into a whole. !is is a recipe for 
functional and ethical blind spots, and the results can be seen in library soft-
ware every day. But it doesn’t have to be that way. Wachter-Boettcher im-
plores us that “regardless of the makeup of the team behind an algorithmi-
cally powered product, people must be trained to think more carefully about 
the data they’re working with, and the historical context of that data.”45

!is brings us to the uncomfortable fact that most software engineers 
working today are white males.46 Joy Buolamwini, working in the MIT 
Media Lab on why facial recognition technology favors light-skinned faces, 
succinctly states “who codes matters.”47 Librarianship is also a white-dom-
inated profession according to the American Library Association, with 
88% of credentialed librarians in 2010 self-reporting as white.48 !is lack 
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of diversity in libraries and software engineering teams hurts us all. !ere 
are some promising programs to increase the diversity of the "eld, such as 
ACRL’s Diversity Fellowships, but more needs to be done to speci"cally re-
cruit diverse developers and designers to create the software that libraries 
run on today. It’s easy to assume that even with the skewed demographics 
of the profession, that many librarians and library sta# support diversity 
initiatives and values such as those in the IFLA or ALA Codes of Ethics.49

But this by no means means that all developers working on library 
software welcome these initiatives. At the Code4Lib 2018 National Con-
ference in Washington, D.C., keynote speaker Chris Bourg highlighted re-
search into many of the roadblocks that stand in the way of increasing 
diversity in the technology sector,50 like the “Tech Leavers Study.”51 Ac-
cording to a statement released by Code4Lib, Bourg “has been subjected 
to widespread and coordinated harassment across several platforms, includ-
ing homophobic and sexist personal attacks, as well as commentary that 
discounts her expertise, ignores the nuances of her argument, and misrep-
resents her position.”52 !at her keynote at a library-speci"c function was 
met by a wave of attacks from technology generalists suggests that there 
were those in the audience at Code4Lib—a conference composed primari-
ly of library technologists—who did not agree with Bourg’s message of di-
versity and inclusion. While many of the critiques in this book have been 
aimed at inadvertent actions by otherwise well-meaning developers and de-
signers, we must also be mindful that not everyone working within librar-
ies shares these values. And that makes it all the more important that we 

49  American Library Association, “Professional Ethics”; “Professional Codes of Ethics for 
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consciously embed library values of inclusion and diversity into the tools 
and services we create.

Since library values emphasize the importance of open access con-
tent and sharing, it is not surprising that many library software projects 
are open source, allowing community members to contribute to and mod-
ify the code either for their own uses or to improve the product for others. 
!is would seem to be a salve for the problems of black-boxed algorithmic 
systems, for by putting the code out in the open to be evaluated and revised 
by the community, bias could hopefully be identi"ed and removed. But 
this assumes that bias can be seen by looking at code, without access to the 
assumptions of the authors. !e diversity of open source projects teams is 
even more problematic than the general library technology population. Ac-
cording to Dawn Nafus, Bernhard Krieger, and James Leach, only around 
two percent of software developers working on open source projects are 
women.53 And Sadler and Bourg note that “the open source community is 
also a notoriously sexist space, as documented in the twitter feeds of many 
women software engineers and in academic papers such as ‘Free as in Sex-
ist: Free culture and the gender gap’ by Joseph Reagle.”54

One additional reason we leave the moral and ethical responsibili-
ties of technology creators unexamined is the role that technology plays in 
our culture. Technology is seen as close to magic, something to be made 
and tamed by an elite class of developers who are blessed with abilities we 
cannot comprehend. !is is especially evident in libraries, where a relative-
ly small percentage of the workforce creates and manages software, yet ev-
ery professional publication contains at least one article arguing that every-
one who works in a library needs to be able to write code. But writing code, 
planning software, and designing tools and services is, as Wachter-Boettch-
er reminds us, “just a skill set—one that all kinds of people can, and do, 
learn.”55 It is not magic. We cannot move forward in examining the val-
ues in our existing tools without "rst shedding these assumptions about the 
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magical abilities of engineers and designers. You don’t need to know how 
to write code to see that the Google results Noble saw when searching for 
“black girls” were both racist and sexist. You do not need a degree in com-
puter science to see the dangers inherent in allowing a computer to decide, 
based on one or two keywords, exactly what the user wants. !ose who do 
not or cannot write code can still critically examine the tools of our profes-
sion and share what they’ve learned. According to Eubanks, this skill is as 
important as writing better code: “the best cure for the misuse of big data 
[and algorithms] is telling better stories.”56

We can all examine the software tools that we use every day by run-
ning audits and sharing what we learn. In Chapter 5, I showed a few exam-
ples of search results that were reported to me by users or fellow librarians 
who stumbled across problematic or biased results. But the majority of the 
issues I have looked at (and the hundreds that did not make the book) were 
found by intentionally auditing our software tools. Simonite notes that to 
"nd bias in algorithmic systems “requires a researcher to be looking for 
bias in the "rst place.”57 While some companies no doubt conduct internal 
bias audits, O’Neil reminds us that this helps companies “shield their algo-
rithms inner workings, and its prejudices, from outsiders. But insiders, suf-
fering as we do from con"rmation bias, are more likely to see what they ex-
pect to "nd.”58

!ere is certainly room for more accountability and investigation 
within software teams. !e technology industry in general is paying more 
attention to this, as algorithmic scandals make up more of our daily news 
cycle. Anne Wojcicki, the CEO of the DNA testing company 23andMe, ar-
gued against hiring a single person to focus on the ethical issues of software, 
saying “it has to be our management and leaders who have to add this [eth-
ics] to their skillset, rather than just hire one person to determine this.”59 
But we cannot leave the examination of algorithmic systems only to their 
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creators. !e incentive to use algorithms that prove e#ective despite shaky 
ethical underpinnings is too great. Lohr felt compelled to make this explic-
it, noting that it went against the common business practices of software 
companies: “just because an algorithm "nds a correlation, that doesn’t nec-
essarily mean you should exploit it.”60

O’Neil suggests that starting any audit is to assume that the algo-
rithm is a “black box that takes in data and spits out conclusions. … By 
studying these outputs, we could piece together the assumptions behind the 
model and score them for fairness.”61 As we have seen, this is a complicat-
ed process, especially in search, since each vendor will have di#erent crite-
ria for how they index, match, and rank results. !is makes studies like this 
one, which look across a variety of vendors, much more di%cult. Kerstin 
Denecke, a professor at Bern University of Applied Sciences, notes that the 
variety of matching and ranking criteria “results in totally di#erent search 
results, and in turn, in a great challenge in evaluating the performance of 
information retrieval systems.”62

Teaching

Finally, we have a responsibility to better educate those who create these 
systems, those of us in the library who build and license them, and our us-
ers who often assume that these search tools are as reliable as their market-
ing copy claims. As we’ve seen throughout this study, many engineering 
decisions are not made with much thought to the ethical implications of de-
sign decisions. And one reason for this is the lack of education in engineer-
ing and computer science curricula around ethics. Alex Ahmen, a doctoral 
student in Computer Science at Northwestern, told Conger and Metz that 
in her program of study “we’re not given an ethics course. We’re not giv-
en a political education. It’s impossible for us to do this [talk about ethics] 

60  Lohr, Data-ism, 195.

61  O’Neil, Weapons of Math Destruction, 208.

62  Kerstin Denecke, “Diversity-Aware Search: New Possibilities and Challenges for Web 
Search,” in Web Search Engine Research, ed. Dirk Lewandowski (Emerald Publishing 
Ltd, 2012), 152.



167

Moving Forward

unless we create the conversations for ourselves.”63 It’s no wonder that en-
gineers and designers, who lack this kind of training in their professional 
programs, fail to integrate these kinds of practices in their daily work once 
they leave school.

But there is some hope here. Journalist Natasha Singer writes about 
the current push to create ethics classes in universities, particularly after the 
e#ects of technological innovation have become more clear over the past 
few years. Some schools favor a “medicine-like morality,”64 but ultimate-
ly the idea is to get engineers to start asking questions about what the un-
intended side e#ects of their creations might be. She writes that schools in-
creasingly want “the next generation of technologists and policymakers to 
consider the rami"cations of innovations—like autonomous weapons or 
self-driving cars—before those products go on sale.”65

!is problem is also present in current Library and Information Sci-
ence programs throughout the world. !ese programs are behind in teach-
ing librarians the engineering skills they need to create the software that is 
the backbone of the modern library. A cursory glance at a job board for li-
brary software developers will show a desire for candidates who possess ed-
ucation and experience in both libraries and software development. !e in-
ference is that the library studies themselves will not be enough to develop 
someone into a full-&edged software developer. Anecdotally, I know of no 
library developer who learned their craft in an LIS program. But these LIS 
programs also fail to teach any of the ethical reasoning skills necessary to 
carefully think through the implications of our choices to create tools, ser-
vices, or policies, and how those will a#ect our patrons and users.

But we also have a responsibility to teach our patrons and users to 
be skeptical of these search tools, and not just in order to drive tra%c from 
general-purpose search engines like Google to library systems. A healthy 
skepticism on the part of the public of the objectivity claims made by the 
companies who make algorithmic systems is necessary for a functioning de-
mocracy, as our experience in the United States over the past few years has 

63  Conger and Metz, “Tech Workers Now Want to Know.”

64  Natasha Singer, “Universities Rush to Roll Out Computer Science Ethics Courses,” 
New York Times, February 12, 2018, https://www.nytimes.com/2018/02/12/business/
computer-science-ethics-courses.html.

65  Singer.
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shown. Director of Teaching and Learning at the University of California, 
Riverside Library Dani Brecher Cook wrote about the implications of bias 
in library discovery systems for information literacy education, arguing that 
“the whole ‘Internet=bad, Library=good’ dichotomy that is so easy to fall 
into”66 is bad for users. Cook pushes us, saying

If our job is to teach students to be critical consumers and creators of 
information, I’d say that it’s incumbent upon us not to take the easi-
er path, but to surface the way these systems are constructed and the 
potential for bias and leading that such systems create.67

We already teach information literacy skills around evaluation, but its usu-
ally in the context of a speci"c kind of search tool. If you’re in Google, we 
emphasize evaluating the source material. Is this scholarly? What makes 
you feel you can trust it? In library search tools, on the other hand, we gen-
erally breeze past this form of evaluation, arguing that the vendors who 
compile scholarly sources have done much of this evaluation for us. But as 

66  Dani Brecher Cook, “Information Literacy Implications of ‘Algorithmic Bias in Library 
Discovery Systems,’” March 14, 2016, https://rulenumberoneblog.com/2016/03/14/in-
formation-literacy-implications-of-algorithmic-bias-in-library-discovery-systems/.

67  Cook.

Figure 6.2 Search for muslim terrorist in the united states returns “Islam in the 
United States”
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we have seen, this is not always true. Oftentimes algorithms amplify so-
cial bias, con&ating terms in ways that re&ects sexist, racist, or other hate-
ful views. !e Summon search for “muslim terrorist in the united states,” 
shown in Figure 6.2 and in Chapter 5, returns a Wikipedia article on “Is-
lam in the United States” that implies that all muslims in the United States 
are terrorists. (!e autosuggest result for “muslims are” also recommends 
the search “muslims are terrorists.) In early 2017, a simple keyword query 
for”transgender” in Summon returned as the "rst result in many libraries’ 
instances an article from an Internet forensics journal showing crime scene 
photos of the corpse of a man dressed as a woman (Figure 6.3).68 A trans-
gender person is not a man wearing women’s clothes, so in addition to the 
graphic nature of these images there was inaccuracy around a socially con-
tentious identity issue. Why was this result the "rst one Summon showed, 
when the scholarly import of the publication was not clear, and the accura-
cy and usefulness of the content were so far o# the mark? Ex Libris moved 
quickly to block the result after it was reported on the Summon Clients 
listserv by librarian Sommer Browning of Denver’s Auraria Library.69 But 

68  Within a week, the Ex Libris team had worked to block this result from its index, 
although it was not clear if the result was also removed from Gale’s Academic OneFile, 
the subscription database that it was a part of. !e result can still be seen at http://
anilaggrawal.com/ij/vol_014_no_001/poster/poster007.html, although be warned that 
the photos are graphic.

69  Sommer Browning, Email to Summon List Serv, April 7, 2017,  
https://exlibrisusers.org/private/summon/2017-April/005379.html.

Figure 6.3 Summon search results for “transgender” search. Screen shot by Regina Gong 
of Lansing Community College.
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again Ex Libris treated this as an isolated technical issue, rather than a lack 
of moral imagination on the part of the creators and maintainers of the li-
brary discovery system.

One other way to teach users is through changing the design of the 
system’s user interface. After my "rst round of testing Summon’s Topic Ex-
plorer, I added a section under each encyclopedia entry to help give us-
ers context for why this result appeared on the results page and also a way 
to report if the result was inaccurate or inappropriate (Figure 6.4). Galvan 
has criticized this approach, noting that this delegates the burden of qual-
ity control for search results from a for-pro"t company to the library’s sta# 
and patrons.70

Yet my purpose for designing these features into Summon wasn’t just 
about getting users to report a problem. While there certainly were practi-
cal applications for this additional contextual information, the links to re-
port problems and understand why a result might appear also served to 
intentionally undermine the objectivity and neutrality claims of the dis-
covery system.

70  Galvan, “Architecture of Authority.”

Figure 6.4 Summon Topic Explorer with design changes to give contextual information 
about the Topic Explorer.
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Conclusion

As we have seen, the claims of objectivity and neutrality in library discovery 
tools (and algorithmic systems in general) are unwarranted. Even when an 
algorithm has a high rate of returning successful results, inaccuracies and 
bias can creep in. When those problematic results are covered over by argu-
ments for the infallibility and objectivity of the algorithm, then deep-seat-
ed social prejudices and biases are interpreted as objective truth. !ese sys-
tems have been masked for too long by our trust; it is time we put them in 
their place.

We must be mindful that these biased and incorrect results from al-
gorithmic systems are not just bugs or glitches in a technological system. 
Rather, as many of the scholars I have cited throughout this work remind 
us, algorithms must be understood in their cultural, social, and historical 
context. Problematic results for searches about marginalized people do not 
only reinforce racist and sexist and homophobic and hateful ideology—they 
have real a#ects on marginalized people in the world. !ese problematic re-
sults not only re&ect poorly on the objectivity and neutrality claims of li-
braries, they hurt and hinder our users.

We must call for changes to our algorithmic systems in libraries. We 
must stop the marketing of our search tools as objective systems, and we 
must push back against the subtle co-opting of Google’s claims for objectiv-
ity through mimicking their simpli"ed design patterns. We must not only 
speak to the shortcomings of algorithmic systems, we must design our sys-
tems in such a way that we are not baking assumptions about the infalli-
bility and objectivity of algorithms into the tools. And we must continue 
to teach librarians, developers, and users to be more critical of algorithmic 
systems in our lives.

Not all of us are in positions where we can make change in the de-
sign and functioning of algorithmic systems. At GVSU, we do not have 
very robust infrastructure for software development, and we only have two 
employees (counting me) who write code and design technical systems as 
part of their regular workload. !is is not unusual, and in fact most librar-
ies have even fewer resources than we do. But even when we rely on host-
ed third-party systems, we can a#ect change. During the licensing nego-
tiations, push your vendors or your colleagues who negotiate with them to 
reassess their algorithmic systems in light of the problems I have present-
ed here. Often these systems allow you to make changes to the functioning 
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of one or more algorithms. Here at GVSU, after a period of several years 
of studying the problems around Summon’s Topic Explorer, we decided to 
turn o# the entire Summon sidebar and all of its accessory algorithms like 
Topic Explorer and recommended topics, librarians, and guides. On March 
4th, 2019, I shut o# the sidebar for good. We made this choice for our users, 
so they would be exposed to fewer problematic algorithmic results from the 
Topic Explorer and other recommendation tools. But we still have the auto-
suggest algorithms, and related searches to contend with. !e other side of 
our decision was to send a message to Ex Libris that the way they are treat-
ing these problematic algorithms is not acceptable. We will not wait forev-
er to have them take the dissemination of racist, homophobic, transphobic, 
Islamaphobic, sexist, and otherwise hateful results seriously.

!e sidebar has only been o# a few days as I write this. I don’t know 
how it will a#ect our users to be left without contextual information in 
their searches. I suspect, honestly, that many will not notice. But since the 
Topic Explorer was launched in 2013, Google’s Knowledge Graph and sim-
ilar contextual algorithms in general-purpose search tools have become the 
norm. Will the lack of these additional results further distance our users 
from trusting our library search tools? Will they "nd them less useful, or 
"nd themselves questioning the value of such a basic search engine?

As I ask myself these questions, another question emerges, one that I 
struggle at times to give voice to. Yet one, in light of the work I have done 
in this study, that needs to be asked: Would it be so bad if our users ques-
tioned the value of our search tools?
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